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Abstract Understanding the structure and composition of the lunar interior is fundamental to
furthering our knowledge of the formation and subsequent evolution of the Earth-Moon system. Among
various methods, electromagnetic sounding is a valuable approach to constraining lunar interior structure.
While Apollo-era electromagnetic sounding analyses of lunar magnetometer observations reported
constraints on the lunar interior structure, the presence of perturbing plasma currents and magnetic
fields was often regarded as a second-order correction. Here, we use AMITIS, a three-dimensional,
time-dependent hybrid plasma model with a conducting lunar interior to demonstrate that electromagnetic
fields from the lunar wake and from the lunar interior interact and thereby alter geophysically induced
electromagnetic fields. Our results indicate that electromagnetic sounding of airless bodies interacting
with a conductive plasma and exposed to a time-varying magnetic field must be interpreted via plasma
models in order to untangle plasma and induced field contributions.

Plain Language Summary Magnetic field observations near the Moon can be used to remotely
detect the interior. These observations can be related back to composition, structure, and temperature. This
technique was applied during Apollo using a surface magnetometer and in orbit. When the Moon is outside
of the Earth's magnetic field, the lunar surface interacts directly with the solar wind plasma particles from
the Sun. The Moon's presence interrupts this steady flow of plasma by absorbing particles on the sunlit
side, while a region of no particles forms on the opposite side. This plasma wake generates its own magnetic
fields that interact with interior fields. In order to understand any contribution to the observations, we
apply a new computer simulation, which solves first principles equations to determine the plasma wake
and interior fields in three dimensions and in time. This novel technique provides a new understanding of
the Moon-plasma magnetic field interaction and improves previous models that neglected this interaction.
Previous interpretations assumed any interior fields on the nightside were trapped within the plasma wake
cavity; however, we see these magnetic fields are coupled with the wake magnetic fields. This is applicable
to any airless body in a similar space-plasma environment.

1. Introduction
Understanding the current composition, state, and structure of the lunar interior provides vital insight into
the history of the Moon including its origin and potential formation processes (e.g., Canup et al., 2015;
Ćuk et al., 2016; Jaumann et al., 2012; Lock & Stewart, 2017; Lock et al., 2018). The Moon has a highland
plagioclase flotation crust with a bulk density of 2,550 kg/m3, an average thickness between 34 and 43 km,
and a porosity of 12%; however, the nearside and farside hemispheres exhibit disparate crustal thickness
values of over 60 km (Wieczorek et al., 2006, 2013). The crust is observed to be highly resistive with an
electrical conductivity of order 10−9 S/m (Dyal et al., 1974); however, the nearside maria Procellarum KREEP
Terrane is enriched in radioactive concentrations and has a corresponding enhancement in electrical and
thermal conductivity (Grimm, 2013; Jolliff et al., 2000). The mantle possesses an electrical conductivity
within the range 10−4 to 10−3 S/m (Dyal et al., 1976), and previous electromagnetic (EM) sounding analyses
by the Apollo (Dyal et al., 1976; Russell et al., 1981), Lunar Prospector (Hood et al., 1999), and Kaguya
(Shimizu et al., 2013) missions have constrained the presence of a conducting core to be less than ≈430 km
in thickness with a conductivity greater than 10−2 S/m (Dyal et al., 1976); however, Hood et al. (1999) notes
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that their analysis is also consistent with no lunar core due to weak constraints. More recently, a reanalysis
of Apollo seismic data has suggested the presence of a differentiated lunar interior and a differentiated iron
core enriched in light elements of less than 6% by weight, consistent with smaller core models of 330 ±
20 km (Weber et al., 2011). Nevertheless, despite 40 years of investigations, the full thermal and conductive
structure of the lunar interior remains an open question.

EM sounding is a geophysical method of constraining the electrical conductivity and temperature of a solid
body interior through observations of EM fields induced within conducting layers by changes in the ambient
EM environment. Magnetic field observations at or near the surface, containing the total field, as well as a
reference observation outside of any induced effects, are compared against models that solve for the induced
response in terms of interior electrical conductivity and boundary conditions (e.g., Blank & Sill, 1969;
Dyal & Parkin, 1971; Grimm & Delory, 2012; Schubert & Schwartz, 1969). At the Moon, the ambient EM
environments include the solar wind, the terrestrial magnetosheath, and the terrestrial magnetotail (e.g.,
Halekas et al., 2011, and ref. therein). When in the solar wind (≈75% of a lunar orbit), the absorption of
supersonic solar wind ions by the lunar dayside surface causes the formation of the lunar wake, a region
of low-density plasma that extends at least 10 lunar radii downstream (e.g., Kallio, 2005; Holmström et al.,
2012). The presence of a deep vacuum within the lunar wake induces a complex set of currents and associated
perturbative magnetic fields around the various boundaries of the wake (e.g., Fatemi et al., 2013; Vernisse
et al., 2013; Zhang et al., 2012, 2014). In turn, these plasma-induced fields may alter and/or obscure any geo-
physically induced EM fields from the lunar interior. Indeed, plasma interaction models for objects such as
asteroids (e.g., Oran et al., 2018), the Moon (albeit without time-dependent fields; e.g., Wang et al., 2011),
Mercury (e.g., Jia et al., 2015), and the outer planet satellites (e.g., Lindkvist et al., 2015; Lipatov et al., 2013;
Khurana et al., 2009, 2011) have shown the importance of including induced fields from planetary interiors.

Early in the development of EM sounding theory at the Moon, a full understanding of the interaction
between the wake fields and any geophysically induced fields from the conducting lunar interior was iden-
tified as a challenge (Sonett & Colburn, 1967, 1968). To overcome this, Dyal and Parkin (1971) made the
assumption that induced magnetic fields would expand unimpeded into the lunar wake as if in a vacuum;
however, others criticized this method for not considering the role that ambient plasma interactions may
play in altering the induced EM signals (Schubert et al., 1973; Schwartz & Schubert, 1973). In particular,
Schubert et al. (1973) stated that the interpretation of nightside observations within a time domain EM
(TDEM) sounding analysis should await a model capable of capturing the full asymmetric induced response.
More recently, Fatemi et al. (2015) studied the time-independent interaction between induced fields from the
lunar interior and plasma wake fields within the nightside cavity by placing a static dipole of varying strength
within the lunar interior in order to mimic the presence of induced fields. In particular, Fatemi et al. (2015)
found that the induced fields were not necessarily confined by the plasma wake cavity as previously pro-
posed (e.g., Dyal & Parkin, 1971; Sonett, 1982) and that induced fields could extend beyond the traditional
boundary of the lunar wake. A region was found in the models where the induced field is minimally dis-
turbed by the wake or plasma interactions at the surface antisubsolar point; however, the time-independent
nature of the hybrid model used in Fatemi et al. (2015) left open the question of whether or not these features
were also present in the more realistic, time-dependent case.

Here, we analyze the time-dependent induced magnetic field response of the Moon as predicted by a
three-dimensional hybrid model of the lunar plasma interaction with a conducting lunar interior respond-
ing to an upstream interplanetary magnetic field (IMF) discontinuity within the solar wind. We compare
simulation results using three values of the effective lunar conductivity with the analytic theory of Dyal and
Parkin (1971) for a transient response.

2. Model Description
In order to simulate the self-consistent interaction of the solar wind with the Moon and to model the for-
mation of time-dependent induced magnetic fields in the lunar interior, we employ AMITIS, a Graphics
Processing Unit (GPU) based hybrid model of plasma that runs on a single CPU-GPU pair. As described in
detail in Fatemi et al. (2017), AMITIS is a standard, three-dimensional plasma hybrid model that treats ions
as individual macroparticles and electrons as a charge-neutralizing fluid. EM fields are solved on a Cartesian
grid using a discretized form of Maxwell's equations. Ions are introduced at the upstream boundary with a
specified distribution (here, the solar wind with a Maxwellian velocity distribution) and removed from the
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simulation when they encounter either the lunar surface (which is assumed to be perfectly absorbing) or the
downstream simulation boundaries. In regions of vacuum (e.g., the lunar wake), the hybrid model specifies
a resistivity (e.g., 2 × 10−7 S/m outside the Moon) and locally switches to solving the magnetic diffusion
equation (see Fatemi et al., 2017, for a full discussion). The model employs a right-handed coordinate system
centered on the Moon with the positive x axis pointing toward the Sun, the positive z axis pointing to eclip-
tic north, and the y axis completing the set. For simplicity, the Moon is considered to be a perfect sphere of
radius RL = 1,750 km and the model uses cubic grid cells with size 50 km (≈0.03 RL). An advanced feature
of the AMITIS hybrid plasma model used here is the implementation of conductive layers within the Moon,
representing the lunar mantle and/or core. This feature, described in greater depth in Fatemi et al. (2017),
allows the specification of conductive layers of arbitrary thickness and conductivity within the Moon. This
version of AMITIS also allows changes in the upstream IMF orientation and/or strength, which drive the
formation of induced poloidal magnetic fields within any specified conductive layers. We note that AMI-
TIS has been successfully benchmarked and validated against both previous simulation efforts and in situ
data/model comparisons as described fully in Fatemi et al. (2017).

For all simulations here, the model maintains constant upstream solar wind particle conditions with a single
rotation in the IMF. We use a simulation domain of size−4 RL ≤ x ≤ + 2 RL and−2.3 RL ≤ (y, z) ≤ + 2.3 RL
with a regular-spaced Cartesian grid with cubic cells of size 50 km (∼0.028 RL). We use 16 macroparticles
(only protons) per cell (shown to be a sufficient number from previous model-data comparisons; e.g., Fatemi
et al., 2017; Poppe et al., 2014) and advance particle trajectories using a time step of t = 0.001 s, which is
∼ 10−4 of the solar wind proton gyroperiod. We ran all simulations to reach ∼ 300 s. Using typical solar
wind values at 1 au, the density and velocity were set to be 6 cm−3 and 320 km/s, respectively, and the solar
wind ion and electron temperatures were both assumed to be∼ 8.5 eV. These parameters were held constant
throughout the simulation time period. Upon initiation of each simulation, the interplanetary magnetic field
is assumed constant throughout the domain, including within the interior of the Moon. At time t = 0, the
IMF is [0, +4, 0] nT, and we allow the simulation to first come to steady state under these initial conditions.
At t = 24 s, an IMF discontinuity is introduced at the upstream boundary such that the field becomes [0,−4,
0] nT (for a total change of 8 nT), which propagates downstream and interacts with both the lunar interior
and the lunar wake.

We studied three cases of the lunar interior conductivity structure. In case 1, the Moon is modeled as a
completely resistive sphere (conductivity of 10−8 S/m), in order to serve as a control. This case captures
the wake response with minimal to no interaction from induced fields. In cases 2 and 3, we introduce a
single, homogeneous conducting layer of thickness 1,600 km (∼ 0.91RM , or ∼ 32 cubic simulation grid
cells) with conductivity 10−4 and 10−3 S/m, respectively, leaving a resistive crust of thickness 150 km (∼3
cubic simulation grid cells) with 10−8 S/m conductivity. For comparison, a |𝛥B| = 8 nT discontinuity
passing through a 1,600-km radius conducting sphere corresponds to an initial induced dipole moment,
Mind = 1.64 × 1017 A·m2 (Fatemi et al., 2015; Saur et al., 2010). Redundancy in the simulation grid cells
representing the lunar crust was needed to verify the termination of any electric currents within these resis-
tive layers, since the discretized form of Maxwell's equations (as described in Fatemi et al., 2017) can cause
currents to numerically diffuse across a resistive boundary that is only one cell in thickness. The conductiv-
ity of 10−8 S/m used for the “resistive” crust is several orders of magnitude higher than the experimentally
measured conductivity of lunar soil samples (𝜎 ≈ 10−14 − 10−13 S/m; e.g., Kirkici et al., 1996; Strangway
et al., 1972, although Dyal et al., 1977, report lunar conductivities of 10−9 – 10−8 S/m); however, such small
conductivities are computationally prohibitive with the hybrid models that handle the vacuum region using
resistivity (see detailed discussion in section 4.2.3 in Fatemi et al., 2017). We compared fully resistive runs of
𝜎 = 10−8 S/m and 𝜎 = 10−7 S/m and saw no appreciable difference in the magnetic fields within the lunar
interior, demonstrating that our selected value for the crust of 10−8 S/m is sufficient. Our selection of 10−4

and 10−3 S/m for the internal conductivity is motivated by previous constraints on the lunar interior con-
ductivity structure (e.g., Dyal et al., 1976; Grimm & Delory, 2012; Hood et al., 1982; Khan et al., 2006). These
conductivities, along with a conductive interior size of 1,600 km, correspond to decay times of approximately
30 – 300 s, which sets the timescales of interest for this study.

3. Model Results
Figure 1 shows the magnetic field components and magnitude in both the xy and xz Selenocentric Solar
Ecliptic (SSE) planes for the resistive case (𝜎 = 10−8 S/m, top), the medium conductivity case (𝜎 =
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Figure 1. The magnetic field components for the resistive Moon (10−8 S/m; a), medium conductivity case (10−4 S/m; b), and residuals of the two (c) are shown
in the Selenocentric Solar Ecliptic (SSE) coordinate system. The magnetic field components and magnitude are plotted in both the xy and xz planes, for a total
of eight subplots per panel. All plots are for a single time step (t = 50 s, x =∼ − 2.8 RL), 20 s after the transient event arrived at the dayside of the Moon
(x = +1 RL).
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Figure 2. The magnetic field By component in the xz SSE plane for the three modeled conductivities (the resistive Moon 1e−8 S/m [top row], medium
conductivity case 1e−4 S/m [middle row], and high conductivity case 1e−3 S/m [bottom row]), shown at six time steps. SSE = Selenocentric Solar Ecliptic.

10−4 S/m, middle), and the residual difference between them (bottom), 20 s after the IMF discontinuity
has reached the dayside (the discontinuity can be seen at x = −2.8 RL downstream from the Moon). This
corresponds to 50 s after the start of the simulation. The resistive case captures the plasma wake dynam-
ics with no influence from induced currents within the Moon. The discontinuity front is clearly seen in the
By component as the transition between the positive initial field and negative final field, where the wake
and its associated current systems are reconfigured to satisfy the final magnetic field conditions. Transient
perturbations are also seen in the Bx and Bz components associated with the discontinuity current sheet
and its interaction with the Moon. Behind the discontinuity, the simulation results show the reformation
of the lunar wake, including, for example, the rarefaction boundary of the wake in By, xz plane, extending
downstream (cf., Fatemi et al., 2013; Holmström et al., 2012).

In the medium conductivity case, shown in the two middle rows in Figure 1, an induced field from the
conducting lunar interior is now present and interacts with the plasma wake fields. The differences between
the resistive (Figure 1a) and conductive (Figure 1b) cases can be seen Figure 1c. The induced fields are
clearly seen within the lunar interior, including a positive By field within approximately 0.5 RL, an enhanced
negative By field within approximately the outer half of the lunar interior, and field perturbations outside
the lunar interior, most clearly in the Bx component in the xy plane and in the By component in both planes,
which is due to the direction of the IMF discontinuity. The positive By fields deepest within the Moon are
the primary induced fields generated in opposition to the 𝛥By = −8 nT change in the solar wind field. The
enhanced negative By fields within the outermost, resistive layer of the Moon are caused by the approximate
confinement of the induced dipole below the lunar surface due to the solar wind pressure acting on the
induced dipole. Differences in the magnetic field outside the lunar interior are due to coupling between
the induced fields and the surrounding plasma and fields of the solar wind and lunar wake. Similar to the
time-independent model results presented in Fatemi et al. (2015), field perturbations are seen in the Bx and
By components along the flanks of the lunar wake. Along the lunar nightside surface, both the Bx and By
components show distinct spatial variation with magnitudes on the order of 2 nT, or approximately 25% of
the magnitude of the change in the upstream field of 8 nT.

Figure 2 compares the magnetic field y component in the xz Selenocentric Solar Ecliptic plane for all three
modeled conductivities at six different time periods, t = 20, 30, 35, 50, 80, and 220 s, respectively. These
times represent the total time elapsed since the initiation of the simulation. After 20 s, the wake structure
has formed for all three lunar cases. At 30 s, the discontinuity contacts the dayside of the Moon and no
differences between the three conductivity cases is yet observed; however, as the discontinuity passes by the
Moon at 35 s, induced current systems form and oppose the change in the solar wind field in proportion to the
interior conductivity. At 50 s, the discontinuity front is nearly three lunar radii (2.8 RL) downstream from the
Moon (i.e., the time period shown in Figure 1), and we observe distinct differences between the three lunar
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conductivity cases. The top panel, with a resistive interior (𝜎 = 10−8 S/m), demonstrates the magnetic field
produced by the plasma wake current systems for these solar wind conditions including a spatially constant
magnetic field within the interior equal to the upstream solar wind field. The middle panel shows an induced
interior response for the moderate conductivity case (𝜎 = 10−4 S/m) including a small amplification of
the downstream rarefaction boundaries relative to the resistive case. Finally, the bottom panel shows the
high conductivity interior case (𝜎 = 10−3 S/m) with a large interior response and amplification along the
rarefaction boundary of the lunar wake. After 80 s, the discontinuity has passed far downstream and exited
the simulation domain, however, induced fields are still present in both the moderate and high conductivity
cases. The resistive case has reconfigured to the final magnetic field conditions, and the induced field of the
medium conductivity case has nearly dissipated (< 1 nT perturbations); however, in the high conductivity
case, the interior field and downstream amplification remain relatively strong (∼ 3–4 nT). Even toward the
end of the simulation (t = 220 s), the interior field remains present, albeit lower in magnitude consistent
with the longer decay time associated with the larger interior conductivity; that is, the characteristic decay
time for the 10−3 S/m case is approximately 320 s.

4. Comparison to Analytic Theory
Previous analysis of TDEM sounding for the Moon made the fundamental assumption that any induced
fields were compressed below the lunar dayside surface due to solar wind ram pressure yet were simulta-
neously able to expand unimpeded into the lunar wake on the nightside as if in a vacuum (Dyal & Parkin,
1971). However, as pointed out by Schubert et al. (1973) and more recently modeled in a time-independent
hybrid plasma models by Wang et al. (2011) and Fatemi et al. (2015), the self-consistent interaction between
induced fields and the ambient solar wind plasma may in fact render this assumption inaccurate. Thus, we
compare our time-dependent hybrid plasma simulation results with the theory derived in Dyal and Parkin
(1971) to assess this possibility.

For a Moon with total radius RL and a radius of internal conductivity R1, and an upstream IMF discontinuity
(defined by the difference between the initial BEi and final BEf external magnetic field, ΔBE = BEf −
BEi with components [ΔBEr,ΔBEn,ΔBEe] in the Radial-North-East or RNE Coordinate System described
below), the total magnetic field, BA = [BAr ,BAn,BAe], measured at the surface is the sum of the external
and induced fields and can be expressed by components as (Dyal & Parkin, 1971)

BAr = −3(R1∕RL)3ΔBErF(t) + BE𝑓 r (1)

BAn = 3
2
(R1∕RL)3ΔBEnF(t) + BE𝑓n (2)

BAe =
3
2
(R1∕RL)3ΔBEeF(t) + BE𝑓e. (3)

This form of the equations uses the RNE local spherical coordinate system, Figure 3a, oriented at the
observer location, where the radial component is normal to the surface, and the others extend tangentially
to the lunar surface in the local north and east directions, respectively. The time-dependent function F(t) in
the above set of equations is given by

F(t) = 2
𝜋

∞∑
s=1

1
s2 exp

(
−s2𝜋2t
𝜇o𝜎1R2

1

)
, (4)

where 𝜎1 is the conductivity of the interior layer and 𝜇o is the permeability of free space (Dyal & Parkin,
1971). Note that the characteristic decay time can be read off of equation (4) as 𝜏 = 𝜇o𝜎1R2

1∕𝜋
2, assuming that

the s = 1 term in the sum dominates the total function. As can be seen from the sign of equations (1) –(3),
the radial component of the induced field opposes the change in the external radial field, while the two
tangential components (east and north) add to the respective external tangential components.

Figure 3 shows the theoretical and modeled fields as a function of time by component (radial, north, and
east) for all three lunar conductivity cases ((i) resistive, (ii) 10−4 S/m, and (iii) 10−3 S/m) for two specific loca-
tions: observer #1 at the anti-subsolar point (i.e., local midnight) in Figure 3b and observer #2 at 3 a.m. local
time on the lunar nightside (i.e., 45◦ from the midnight meridian) in Figure 3c. For observer #1, the theo-
retical fields are solely in the east component since the change in the upstream IMF (expressed in the RNE
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Figure 3. The time series of the magnetic field response and results of the trial sounding of each of the three
simulations for both (b) Observer 1 and (c) Observer 2, respectively, as described in the text. (a) The Radial-North-East
(RNE) coordinate system is depicted in the upper right-hand corner. RMSE = root-mean-square error.

coordinate system at the location of observer #1) is also solely in the east component. For this case, the hybrid
simulation results approximately match the analytic predictions. In the top plot, we note that the analytic
response does show a very sharp peak, corresponding to the characteristic decay time for the small but finite
conductivity of the resistive case, 10−8 S/m. This peak is not captured by the hybrid model where the ∼ 20 s
time lag corresponds to the reconfiguration of the wake current systems in the east component (green curve)
and the finite width of the magnetic discontinuity within the simulations. The magnetic discontinuity width
is ∼ 0.2RM and corresponds to ∼ 1 s delay. For the medium conductivity case (middle row), the model shows
a very similar time decay of the east component compared to the analytic theory with an offset in field mag-
nitude, also seen in the field difference. In the high conductivity case (bottom row), we note a similar match
between the analytic time decay and the hybrid east response; however, the clear exponential decay of the
analytic response has an offset in magnitude, similar to the medium conductivity case. The radial and north
components are close to 0 in all cases and match with theory. For observer #2, also located on the surface
in the xy plane, but at 45◦ from the midnight meridian, we note that a different geometry appears within
the field components. At this location, induced signals appear in both the east (green) and radial (blue)
components. To first order, the hybrid response curves replicate the time decay of the analytic theory; how-
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ever, we observe relatively large amplifications of the magnitude of the hybrid-modeled fields relative to the
analytic theory. In particular, the magnitude of these excess amplifications can be more than a factor of 2
higher than the analytically calculated induced fields, especially in the high interior conductivity case.

The hybrid model time series can be used to determine the best-fit conductive radius and conductivity under
the assumption that the hybrid fields are representative of only induced fields, essentially quantifying the
error associated with using the vacuum approximation from Dyal and Parkin (1971). Color contours in
Figure 3 show the root-mean-square error (RMSE) for a range of theoretical fits to the downstream hybrid
magnetic fields as a function of the radius, R1, and conductivity, 𝜎1, of the conducting body. The best-fit
model in each combination of observer and conductivity is shown by the cyan circle, while the reference
model is shown by the pink diamond (note that the reference radius is constant (1.6 × 106 m) for all cases).
As seen in equations (1) –(4), the amplitude of the induced field depends only on the radius of the conduc-
tor, while the characteristic decay time is dependent on both the radius and conductivity of the interior. For
observer #1 with 𝜎1 = 10−4 S/m, the best-fit analytic model underpredicts the conducting radius due to the
decreased amplitude of the hybrid model. The best-fit conductivity therefore must increase to compensate
for the smaller core in order to match the correct decay time. For the other cases, the best-fit models over-
predict the radius up to the maximum allowed value of 1,725 km. Given the overshoot of the magnetic field
for these three cases as seen in the time series, the true minimum error fit most likely lies above 1,725 km. In
turn, the best-fit conductivity is either below or near the expected value. In sum, the comparisons between
the best-fit analytic models and the true expected values for the conducting radius and conductivity demon-
strate that analysis of observed TDEM sounding without taking into account the presence of additional wake
magnetic fields leads to errors in the retrievals of interior conductivity parameters.

5. Discussion and Conclusion
We have demonstrated the use of a time-dependent plasma hybrid model with variability in the upstream
magnetic fields for the interpretation of the induced fields from a conducting lunar interior. The model
results show some aspects that qualitatively agree with the “vacuum response” theory of Dyal and Parkin
(1971), including an expansion of induced fields within the lunar wake region, confinement of induced fields
on the upstream hemisphere of the Moon at or below the lunar crust, and approximately equal exponential
decay periods of induced fields. In contrast, the model suggests that induced fields are typically enhanced
in magnitude within the lunar wake over theoretical expectations. Physically, we interpret this as arising
from two effects: (1) the presence of plasma-induced fields in the lunar wake that add constructively to the
field strength and (2) the compression of induced fields into the lunar nightside that emerge from the lunar
interior near the terminators by the solar wind ram pressure. Wake plasma fields are typically on the order
of 20–30% of the ambient interplanetary magnetic field strength (e.g., Fatemi et al., 2013; Holmström &
Fatemi, 2018; Zhang et al., 2014) although in extreme cases (i.e., high plasma 𝛽) can rise above 300–400% of
the ambient field strength (Poppe et al., 2014). Compression of the induced fields near the lunar terminators
by the solar wind ram pressure is also a significant cause of increased total fields observed in the hybrid
model over the analytic solution. While not shown here, magnetic fields at the lunar surface continue to
increase in magnitude over the analytic solution as the observer approaches the terminator, indicative of
significant compression of induced fields by the solar wind. Finally, for locations on the lunar dayside, the
solar wind ram pressure is sufficiently large to completely compress all induced fields below the surface
such that no signature is observable. These findings confirm and extend previous, time-independent hybrid
plasma simulations of the interaction between the solar wind and induced fields at the Moon (Fatemi et al.,
2015).

Our results here also have broader implications for the study of geophysically induced EM fields within air-
less bodies across the solar system. In addition to the Moon, EM induction has been used as a tool at Mercury
(Jia et al., 2015; Johnson et al., 2015) and the Galilean satellites (Kivelson et al., 2002; Lindkvist et al., 2015;
Saur et al., 2014; Seufert et al., 2011; Zimmer et al., 2000) to study interior structure. These studies have gen-
erally demonstrated that inclusion of induced fields from the planetary interiors is critical in explaining in
situ magnetic field measurements at these bodies (e.g., Khurana et al., 1998; Zimmer et al., 2000). For exam-
ple, it has been shown that induced fields can influence the structure of the Alfvén wings and ionospheric
currents at Europa (Neubauer, 1999; Schilling et al., 2007). While there are important differences between
many of these objects and the case of the Moon in the solar wind, including the presence of internal fields
(Mercury and Ganymede), significantly different upstream plasma and field conditions (Galilean satellites),
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and the presence of conducting ionospheres and associated mass loading of the incident plasma (Galilean
satellites), the model results shown here applied to the Moon further confirm that the inclusion of plasma
interaction effects alongside inductive currents from a planetary interior yields results different than that
from theory that assumes a vacuum response (e.g., Dyal & Parkin, 1971; Seufert et al., 2011).
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