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Airless bodies interact with a wide variety of plasma environments throughout the solar system. For
many objects, incident plasma is nearly co-aligned with solar ultraviolet radiation leading to the
development of a positively charged dayside photoelectron sheath and a negatively charged nightside
plasma sheath. Other objects, however, are present in environments where the plasma flow and solar UV
radiation may not co-align. These environments include, for example, the moons of Mars as they pass
through the deflected Martian magnetosheath, and many of the moons of the outer planets, which are
embedded in co-rotating planetary magnetospheres. The decoupling of the plasma flow and UV inci-
dence vectors opens up a wide range of possible surface charging and near-object plasma conditions as a
function of the relative plasma-UV incidence angle. Here, we report on a series of simulations of the
plasma interaction of a small body (effectively smaller than both electron and ion gyroradii) with both
flowing plasma and UV radiation for different plasma-UV incidence angles using an electrostatic treecode
model. We describe the plasma and electric field environment both on the object surface and in the
interaction region surrounding the object, including complex surface charge and electric field distribu-
tions, interactions between surface-generated photoelectrons and ambient plasma electrons, and com-
plex potential distributions, all of which vary as a function of the relative plasma flow-UV angle. We also
show that in certain conditions, non-monotonic potential structures may exist around such objects,
partially similar to those found at Earth's Moon.

& 2015 Elsevier Ltd. All rights reserved.
1. Introduction

Objects without a thick atmosphere and global magnetic field,
such as asteroids or planetary satellites at Earth, Mars, and the
outer planets, have surfaces directly exposed to ambient plasma
and fields. This results in several processes including the formation
of a downstream wake (for flowing ambient plasmas) (e.g., Hale-
kas et al., 2014), surface charging (Whipple, 1981), and the pro-
duction and ionization of tenuous neutral exospheres (e.g., Wurz
et al., 2007). Surface charging, for example, has been thoroughly
investigated at Earth's Moon in several different plasma environ-
ments, including the solar wind, terrestrial magnetosheath, and
terrestrial magnetotail. In situ observations by both the Lunar
Prospector spacecraft (Halekas et al., 2005b, 2008, 2012) and the
Acceleration, Reconnection, Turbulence, and Electrodynamics of
e).
the Moon's Interaction with the Sun (ARTEMIS) mission (Halekas
et al., 2011; Poppe et al., 2012a) have inferred the surface potential
of the Moon via electron reflectometry (Anderson et al., 1976),
whereby electrostatic and surface magnetic fields alter and par-
tially reflect incident electron fluxes and, in some cases, accelerate
surface-originating electrons (generated by a combination of
photo- and secondary emission) away from the surface. Based on
these observations, along with theoretical and modeling work, we
know that in the solar wind the Moon typically charges positive on
the dayside to potentials 10 V< , while on the nightside, the lack of
photoemission, rarified plasma densities in the wake, and elevated
electron temperatures (Halekas et al., 2005a,b) induce surface
potentials ranging from hundreds of Volts negative during typical
solar wind conditions to greater than �4.5 kV during solar ener-
getic events (Halekas et al., 2007). Lunar surface charging in the
terrestrial magnetotail is more varied due to the wider range of
plasma parameters present. Surface potential measurements in
the plasma sheet have found potentials up to �500 V on the
dayside (Halekas et al., 2008; Poppe et al., 2011, 2012a), while
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Table 1
Plasma parameters and selected derived quantities for the electrostatic treecode
simulations presented here.

Parameter Values

Plasma bulk velocity 100 km/s
Ambient plasma density 5�106 m�3

Photoelectron density at surface, 0° case 107 m�3

Proton, electron, photoelectron temperatures 10, 10, 2 eV
Object radius/ambient Debye length (R /m Dλ ) 20≈
Simulation timestep 5�10�7 s
Number of simulation particles 106>
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other observations suggest that potentials can reach þ40 V or
higher on the dayside while in the magnetotail lobe (Tanaka et al.,
2009; Poppe et al., 2013; Harada et al., 2013). Finally, recent
measurements of surface charging at Saturn's small moon
Hyperion by the Cassini spacecraft have inferred a �200 V surface
potential, in accordance with theoretical current balance calcula-
tions (Roussos et al., 2010; Nordheim et al., 2014).

Much work has also been dedicated to the study of plasma
wakes formed behind airless objects. Theoretical expressions for
the behavior of a plasma as it refills the void left by an object have
been developed for a range of increasing complexity, spanning the
assumption of quasi-neutral plasma with cold ions (Gurevich et al.,
1969; Gurevich and Pitaevskii, 1975; Samir et al., 1983) to arbitrary
electron and ion distributions (Halekas et al., 2005a, 2014). More
sophisticated, multi-dimensional simulations have also explored
plasma wakes at airless bodies, including magnetohydrodynamic
(Xie et al., 2013), hybrid (Trávniček et al., 2005; Kallio, 2005;
Roussos et al., 2008; Simon et al., 2009; Holmström et al., 2012;
Fatemi et al., 2013), and kinetic models (Farrell et al., 1998; Birch
and Chapman, 2001b, 2001a; Nakagawa and Kimura, 2011;
Nakagawa, 2013). Many of these theories and simulations have
been compared to various in situ data at Earth's Moon from WIND
(Ogilvie et al., 1996), Lunar Prospector (Halekas et al., 2005b), or
ARTEMIS (Halekas et al., 2014; Poppe et al., 2014) or at various
moons of Saturn with Cassini (Roussos et al., 2008; Simon et al.,
2009) with good agreement.

While most airless bodies in the solar system are embedded in
environments such as the solar wind where the plasma flow and
solar ultraviolet irradiation are nearly aligned, not all objects fall
into such a category. The largest group of objects that experiences
non-aligned plasma flow/UV irradiation is the various moons of
the outer planets, many of which are embedded within rotating
planetary magnetospheres. As these moons orbit their parent
planet, the azimuthally rotating plasma and the constant ultra-
violet irradiation sweep out a full range of relative angles. A the-
oretical investigation of the charging environment of Saturn's
large, icy, non-conducting moons, Rhea, Tethys, Dione, and Mimas,
found that significant changes in the near-surface electrostatic
environment of the upstream hemisphere each of these moons
could be induced by changing the relative UV/plasma flow angle
(Roussos et al., 2010). Such non-aligned environments may also be
found at the Martian moons, Phobos and Deimos, when they
transit through the shocked and deflected magnetosheath of Mars.
Finally, non-aligned environments can be found at Earth's Moon
during its periodic transit through the terrestrial magnetotail,
where plasma has been observed with significant lateral and/or
earthward flow. For example, Harada et al. (2010) inferred the
presence of surprisingly strong electric fields of 10 mV/m≈ (com-
pared to typical magnetotail convection electric fields of 0.5–
2 mV/m McCoy et al., 1975) near the limb of the lunar surface with
lateral convection while in the terrestrial magnetotail, yet the
mechanism by which these electric fields are created is not cur-
rently understood and could be related to offsets between UV
photoemission and plasma flow. At each of these bodies, the
interaction of ambient flowing magnetospheric plasma on both
the upstream and downstream hemispheres with solar UV-
induced photoelectrons may result in complex charging, electro-
static potential, and electric field distributions both on and around
the object.

In this paper, we explore the electrostatic environment of an
object in a flowing plasma with varying illumination and plasma
flow angles using an electrostatic kinetic treecode model (Zim-
merman et al., 2014). In Section 2, we describe the model while
Section 3 presents the simulation results. Finally, in Section 4 we
discuss our findings, in particular how our results may apply
in situations where the various ratios of the object radius to
plasma scales are much larger, and outline future work.
2. Model

In order to model the electrostatic environment around small
objects with non-aligned plasma flow and solar UV irradiation, we
have used a kinetic, electrostatic treecode (Zimmerman et al.,
2014), similar in many ways to standard particle-in-cell (PIC) codes
that have been extensively used in modeling plasma environments
(e.g., Birdsall and Langdon, 1985). An arbitrary number of ion and
electron species are kinetically tracked within a two-dimensional
domain under Lorentz motion and are allowed us to enter and
leave the simulation domain as well as collect on surfaces within
the domain. Computation of the electric field in the simulation is
performed through a combination of two methods: (1) the parti-
cles are collected into small clusters (or “leaves”) and mutual
electrostatic fields between leaves are determined by a multipole
expansion and (2) in order to maintain accuracy at small scales,
direct Coulomb's law calculations are performed for particles
within a given leaf. The adaptation of treecodes – originally
developed to simplify O(N2) gravitational forces in astrodynamical
simulations (Barnes and Hut, 1986) – for electrostatic physics has
been outlined by Christlieb et al. (2006), whose formulation was
followed in designing and implementing the treecode. One major
advantage of the treecode over a traditional PIC code is the ability
to resolve arbitrarily small length scales in high-density (i.e., small
Debye length) regions without having to implement a domain-
wide, high-resolution grid or conformal mapping (which is com-
putationally intensive). The treecode naturally solves this problem
by creating more and smaller clusters of particles within high-
density regions in order to provide adequate resolution. First
results from the treecode have focused on the complex charging
environment on and around an irregularly-shaped asteroid in the
solar wind (Zimmerman et al., 2014) and have demonstrated the
capability to efficiently and accurately model electrostatic envir-
onments under complex plasma and UV illumination geometries.

Given the wide range of ambient plasma parameters that occur
throughout the solar system, a full understanding of the plasma
environment(s) for non-aligned plasma flow/UV conditions across
all relative plasma scale lengths is beyond the scope of this paper;
therefore, for this study, we have selected a single case of plasma
parameters meant to approximate that encountered in planetary
magnetospheric environments such as Saturn and have varied
only the plasma flow/UV illumination angle. While the treecode
has the ability to include static magnetic fields and 2.5-dimen-
sional gyro-motion, we do not include any magnetic fields at
present as the object scale size is significantly smaller than typical
ion and electron gyro-radii. Table 1 details the parameters chosen
for this study, along with several derived quantities. While these
parameters are not exactly that encountered at any specific object,
they nonetheless provide a useful case for studying non-aligned
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plasma/illumination environments, especially as these parameters
are relevant to the study of objects embedded in co-rotating
magnetospheres of the outer planets, where non-aligned plasma/
illumination is a basic feature (e.g., Roussos et al., 2010; Nordheim
et al., 2014). Particle populations in the model include ambient
protons (at realistic proton mass), ambient electrons, and surface-
originating photoelectrons. We place a single spherical (truly
cylindrical in two dimensions) object in the plasma flow, leaving
the study of more complex surface topography under non-aligned
conditions to future work (e.g., Poppe et al., 2012b; Zimmerman
et al., 2014). In order to model the object as an insulator, the
surface is composed of 250 discrete elements, each of which
separately tracks the number of collected and emitted particles
(i.e., both ambient plasma and photoelectrons). The electrostatic
field from this surface charge is included in calculations of the
electric force on all particles in the simulation. Photoemission from
the surface is controlled by an overall photoemission rate (see
Table 1); an appropriate number of photoelectrons are stochasti-
cally emitted from each object element according to this rate. The
plasma flow/UV illumination angle is set at three values: 0°, 90°,
and 180°. As shown in the diagram in Fig. 1, the plasma flow
direction in the simulation is kept constant (left-to-right) while
the illuminated hemisphere is rotated to the chosen angles. Each
model run contains sufficient number of macroparticles (typically
on the order of 106) to ensure adequate statistics. Protons and
electrons are pre-loaded in the simulation with specified densities
and the simulation is run past the point that equilibrium is
reached. Results following equilibrium are averaged together to
obtain improved statistics.
3. Results

3.1. Densities

Fig. 2 shows the relative proton, electron, and photoelectron
densities for the three modeled cases of UV/plasma flow align-
ment, respectively. In all three cases, a plasma void in the ambient
electrons and ions extends downstream from the object as plasma
is absorbed on the upstream hemisphere, Fig. 2(a)–(f). Rarefaction
waves in the ambient plasma density can be seen propagating
outwards from the body at approximately the ion sound speed
while convecting downstream. The photoelectron density, Fig. 2
Fig. 1. A cartoon of the plasma flow/UV geometry simulated here: (a) 0°, (b) 90°,
and (c) 180°. Note that the plasma flow direction in the simulation (and all plots
shown here) is kept constant (left-to-right).
(g)–(i), changes significantly as a function of the plasma flow/
illumination angle. For 0°, Fig. 2(g), the photoelectron sheath
extends far out into the upstream plasma flow, with a roughly
cosine solar zenith angle dependence. A correlated decrease in the
ambient electron density upstream of the body is also seen, Fig. 2
(d), as approaching electrons are accelerated by the positive
photoelectron sheath potential into the surface similar to that seen
in one-dimensional theory (Nitter et al., 1998) and PIC simulations
(Poppe and Horányi, 2010, Fig. 2). For 90°, Fig. 2(h), the photo-
electron sheath spans part of both the upstream and downstream
hemispheres. The upstream half of the photoelectron sheath
resembles the aligned, 0° case with a cosine solar zenith angle
dependence, while the downstream portion of the photoelectron
sheath is much thinner. Finally, in Fig. 2(i), the photoelectron
sheath on the downstream hemisphere, 180°, is significantly dif-
ferent from that found for the 0° case. The photoelectrons pre-
ferentially leak away from the surface along the flanks, forming a
pair of broad, tenuous electron beams (labeled in Fig. 2(i)), while
the sheath is thinnest in the center of the wake where the ambient
electron current to the surface is lowest. Such behavior in the
photoelectrons is similar to that explored previously at the Moon
during various stages of a coronal mass ejection with a series of
particle-in-cell codes (Farrell et al., 2013). These simulations found
that the nature of the photoelectron sheath can be characterized
by the ratio of emitted photoelectron current, Jph, to the collected
electron current, Je. During times when J J/ 1ph e > , the surface
charged positively and effectively trapped most photoelectrons
just above the surface whereas in contrast, when J J/ 1ph e < , the
incoming plasma electron current allowed a greater fraction of
photoelectrons to escape the surface.

The difference in the photoelectron sheath thickness as a
function of solar zenith angle between the three cases is not only
controlled by the balance of incoming and outgoing currents but
also is driven by changes in the effective electron temperature
near the surface. As detailed by Grard and Tunaley (1971), many
photoelectron sheath parameters are governed by an effective
electron Debye length:
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where f vo( ) is the electron velocity distribution near the surface.
For the 0° case, the presence of inflowing ambient electrons,
whose temperature is greater than that of the photoelectrons,
raises the effective electron temperature near the surface yielding
a relatively larger λo. For the 90° and 180° cases, the respective
portions of the photoelectron sheath that are immersed in the
object wake have less ambient electron inflow and thus, both ve
and λo are smaller. This translates into a thinner photoelectron
sheath along portions of the surface exposed to the object's
plasma wake.

The simulation results also suggest that changes in the relative
illumination angle – which controls the presence of photoelec-
trons only – can alter the global structure of the wake, at least for
small objects. Fig. 3 shows the ratio of the proton densities for
(a) 90° and (b) 180°, respectively, to the proton density for 0°. Far
from the object, the density between all three cases is the same;
however, significant deviations are seen on the object flanks and
in the wake as the UV illumination is rotated. For 90° illumination,
higher relative proton density is seen on the illuminated flank and



Fig. 2. The proton, electron, and photoelectron densities for the three alignment cases. The arrows in (a)–(c) denote the flow and UV directions for each case, respectively.
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downstream into the wake while the un-illuminated side has a
relatively lower density. The 180° case shows several features
(labeled in Fig. 3(b)) including: (1) a large deficit in the proton
density in the deepest plasma void just above the surface
(x 1.0 1.2≈ − Rm), (2) an increase in relative proton density within
the plasma wake starting from the flanks and moving inwards, and
(3) two “wings” of lower density starting from the upstream
hemisphere and propagating out into the ambient plasma. These
changes in relative densities are due to interactions between the
flowing protons and the differing electric fields either on the
surface or in the wake of the object.

To further elucidate this effect, Fig. 4(a) and (b) shows the proton
phase space as a function of cross-wake distance, y, along a cut from
1 to 1.25 Rm downstream of the object (denoted in Fig. 3 by the pair
of vertical dotted lines). The colored symbols (red, blue) are for the
respective non-aligned cases (90° and 180°) while the black symbols
on both panels are for the aligned, 0° case. Between approximately
�1 and 1 Rm the plasma wakes in all cases are readily evident by the
relative lack of particles and the presence of accelerated particles.
While the phase spaces far from the central wake are equivalent
between the 0° case and the 90° and 180° cases, they differ inside the
wake. For the 90° case, Fig. 4(a), protons entering from the left side of
the wake (y 0< Rm) show no signs of acceleration as the 0° protons
do. Protons entering from the right side of the wake, however, do
show acceleration in both the 0° and 90° cases. For the 180° case,
Fig. 4(b), protons entering both sides of the wake show no evidence
of acceleration as the 0° case protons do.

The proton acceleration evident in the 0° case into the wake is
typically induced by the presence of electrostatic ambipolar fields
on the wake flanks, as suggested at Earth's Moon and other airless
bodies (Farrell et al., 1998; Birch and Chapman, 2001b; Nakagawa,
2013). These ambipolar fields are generated by a charge separation
between electrons, which quickly rush to fill the plasma void, and
ions, which refill the void at a slower rate due to their higher mass.
Fig. 4(c) shows the electric field magnitude as a function of cross-
wake distance, y, for all three simulation cases at the same
downstream distance as Fig. 4(a) and (b). For the 0° case (black)
the electric field is present at non-negligible levels within the



Fig. 3. The proton density for (a) 90° and (b) 180° relative to the 0° case. The
vertical dotted lines indicate the slice plotted in Fig. 4 while the horizontal dashed
lines mark the boundary of the plasma shadow, for reference. The numbers in
(b) refer to features discussed in the text.
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wake, between �1 and 1 Rm, at a maximum of approximately
0.9 V/m. The 90° case (blue) shows a nearly identical electric field
for y 0.2> Rm, a higher peak within the wake of approximately
1.2 V/m at y¼0, and an essentially negligible level of electric field
on the left side of the wake (y 0< ). Finally, the 180° case (red)
shows no significant electric field across the entire wake along the
chosen cut. The changes in the wake electric field and relative
proton densities in the 90° and 180° cases are ultimately driven by
the presence of photoelectrons emitted from the surface directly
into the wake (cf., Fig. 2(i)). As these photoelectrons enter the
wake and the wake flanks, they replace ambient electrons col-
lected on the surface of the object and restore local quasi-neu-
trality, shorting out ambipolar electric fields along the wake flank.
Without the ambipolar electric fields, the protons are not accel-
erated into wake, but rather enter similar to a simple gas-dynamic
fashion.

3.2. Potentials and surface charge

Fig. 5(a)–(c) shows the two-dimensional electrostatic potential
distribution for each of the three cases. All potentials all referenced
to the average potential along the upstream boundary. In the 0°
case, Fig. 5(a), potentials of approximately þ5 V and �50 V are
present on the upstream and downstream sides of the body,
respectively, a configuration typical for aligned UV/flow condi-
tions. In the 90° case, Fig. 5(b), positive potentials of Eþ10 V are
found on the dayside and �50 V on the nightside, similar in
magnitude to the 0° case however rotated along with the UV
illumination. In the 180° case, Fig. 5(c), which is also shown
expanded in Fig. 5(d), the potential structure is more complex. On
the upstream, un-illuminated side, the potential forms an
E�20 V sheath while on the downstream, illuminated side of the
object, the potential is non-monotonic with a surface potential of
E�10 V yet a minimum of �20 V above the surface E0.25 Rm
downstream.

Fig. 6 shows the surface charge and surface potential (with
respect to the potential at the upstream model boundary) as a
function of sub-flow angle for all three cases. The yellow bar at the
top of each panel denotes the region of UV illumination in each
case. For the 0° case, the surface charge is slightly positive
( 5 10 electrons/m6 2≈ × ) on the dayside and negative
( 15 10 electrons/m6 2≈ − × ) on the nightside. Surface potentials
follow a similar pattern, with a 5 V maximum on the dayside and a
�60 V minimum on the nightside. Such a configuration is analo-
gous to that found at Earth's Moon (Halekas et al., 2008). Surface
charge and potentials for the 90° case are generally organized by
the location of the UV irradiation (ranging from 0 to 180° sub-flow
angles) with positive surface charge and potentials on the dayside
of the object and negative surface charges and potentials on the
nightside of the object, despite the offset with respect to the flow
direction. The magnitude of the surface charge and potential on
the dayside are slightly higher for the 90° case than for the dayside
in the 0° case. The lowest potential is still found at the anti-flow
location (sub-flow angle 180= ± °) at approximately �60 V. We do
note that the surface charge experiences a sharp jump across the
anti-flow location from a surface charge of 15 10 electrons/m6 2≈ ×
at sub-flow angles of 170 to 180° to 30 10 electrons/m6 2≈ − × at
sub-flow angles of �170 to �180°. This point marks one of the
sunlight/shadow boundaries for the 90° case. Such a sharp tran-
sition in the surface charge generates a strong local, horizontal
electric field at this point on the object.

The surface charge and potential for the 180° case are more
complex than either of the 0° or 90° cases, due to the anti-align-
ment of the plasma flow and the UV irradiation. The upstream
hemisphere of the object (sub-flow angles �90 to 90° has both
negative surface charge and potential as expected for a surface
exposed to only ambient plasma (i.e., no photoemission). Surface
charges are approximately �20�106 electrons/m2 and the surface
potential ranges between �30 and �20 V. The opposite hemi-
sphere of the object, dayside yet anti-flow, has a fairly high surface
charge, 10 10 electrons/m6 2≈ × , due to the high photoemissive
current relative to the fairly tenuous ambient electron current
from the object's wake. The potential on this hemisphere, how-
ever, remains either at or below zero with respect to the outer
boundary. Such a configuration, positive surface charge yet nega-
tive surface potential, is indicative of the presence of a non-
monotonic potential structure above the surface, analogous to that
simulated and observed at Earth's Moon (e.g., Poppe and Horányi,
2010; Poppe et al., 2011; Halekas et al., 2011) and as noted earlier
in the two-dimensional potential distributions (cf., Fig. 5(d)).

3.3. Surface electric fields

Finally, Fig. 7 shows the electric fields on the surface of the
object for each case, broken down by the magnitude as well as the
local radial and tangential components. For the 0° case, Fig. 7(a),
the surface electric field is exclusively positive and radial at



Fig. 4. The vy–y phase space for (a) the 90° case and (b) the 180° case along the region denoted by the dotted lines in Fig. 3. Plotted in black on both (a) and (b) is the phase
space for the 0° case. Additionally, the horizontal dashed lines mark the edge of the approximate maximum ion velocities in the gas-dynamic solution, for comparison to the
ambipolar accelerated ions. (c) The electric field magnitude across the wake for all three cases for the same region. (For interpretation of the references to color in this figure
caption, the reader is referred to the web version of this paper.)
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maximum strengths of E0.5 V/m for sub-flow angles less than
E45° (i.e., in the center of the dayside photoelectron sheath),
while transitioning to negative, stronger radial fields (maximum
of E2 V/m) for the rest of the object. Small tangential electric
fields (red) are present at both terminators (sub-flow angles¼90°).
Overall, the largest electric fields on the surface of the object for
this case occur right at the terminators. For the 90° case, Fig. 7(b),
the surface electric field is mainly positive and radial for the illu-
minated portion of the surface (sub-flow angles from 45° to 180°)
and negatively radial for the rest of the surface. As noted earlier, an
important exception in this case is the presence of a strong,
localized electric field, comprised of both radial and tangential
components at the anti-flow point (sub-flow angles of �180/
180°), correlated with a sharp change in the surface charge density
from positive (in sunlight) to negative (in shadow). The electric
field magnitude seen here is the highest in all simulations at
approximately 2.5 V/m. For the 180°, Fig. 7(c), the surface electric
fields are radial and negative for sub-flow angles less than 100° (as
ambient electron collection outweighs photoemission) and posi-
tive and radial for the anti-flow hemisphere, which is in sunlight.
We also note small ( 0.5 V/m≈ ) tangential electric fields at sub-flow
angles of 790°, similar to those seen in the 0° case. At certain
locations in each of the modeled cases, we also note points where
the surface electric field reaches a minimum, often close to zero
(denoted in Fig. 7 with the solid triangles). Similar locations have
been noted in a previous theoretical study of the surface charging
of Saturn's moons (Roussos et al., 2010) and at Earth's Moon
(Farrell et al., 2007). Such minima in surface electric fields have
often been studied from the perspective of electrostatic dust
charging, levitation, and possible escape from airless bodies as
locations where no such levitation could occur. Our simulations
here suggest that the presence of these locations persist under
varying solar UV/plasma flow alignment, although, not without
some change. The 90° case has only one such point at a sub-flow
angle of 45° as opposed to the pair of locations seen for the 0° and
180° cases, and the locations of the minima in the 180° are farther
from the sub-UV point than for the 0 and 90° cases (approximately
75° solar zenith angle as opposed to 45° solar zenith angle).
4. Discussion and conclusion

We have presented simulations of the electrostatic environ-
ment around a small, airless body in a flowing plasma under
conditions of both aligned and non-aligned flow and UV irra-
diance. The use of the newly-developed electrostatic treecode
(Zimmerman et al., 2014) is well-suited to studying surface-
plasma interactions at small, kinetic scales where both electron
and ion dynamics must be resolved. This is especially important
for understanding the kinetic interaction in the sheath region
around the object as the relative photoemission and plasma col-
lection currents vary with respect to one another. The treecode
also allows a self-consistent simulation of the interaction between
the sheath region and the object wake, where, at least for small
objects, these two plasma structures may partially merge and/or
interact with one another. While the simulations presented here
are two-dimensional, and thus, do not capture the full, three-



Fig. 5. The electrostatic potential for UV/flow angles of (a) 0°, (b) 90°, and (c) 180°. (d) The electrostatic potential for the 180° case zoomed in and re-scaled to highlight the
non-monotonic potential structure. The arrows in (a)–(c) denote the flow and UV directions for each case, respectively.
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dimensional nature of small body plasma interactions, they
nonetheless can provide insight into these important processes.

Our work presented here parallels previous theoretical work by
Roussos et al. (2010), who investigated the surface charging
environment of Saturn's icy, non-conducting moons. This theore-
tical approach was applied to the upstream plasma flow hemi-
sphere only, but serves as a useful comparison to our results, even
though the exact plasma parameters are not identical between
Roussos et al. (2010) and our work here. Specifically, for aligned
plasma flow and UV (the “dusk” case in Roussos et al. (2010)), the
surface potentials on the four saturnian satellites are close to zero
(although both positive and negative depending on the exact
plasma conditions at each moon) for solar zenith angles less than
70° with a transition to larger, negative potentials towards the
satellite limbs. Our simulation finds a similar potential curve for
this case (cf., Fig. 6(a)), with the positive potential for smaller solar
zenith angles in our simulation driven by the slightly higher
photoemission current used here than expected at the saturnian
moons. The surface potential for the 90° case also qualitatively
matches between our work and Roussos et al. (2010), with near-
zero or slightly positive potentials for solar zenith angles greater
than approximately 70° transitioning to negative potentials on the
satellite nightside. The anti-aligned case (180°) matches in a
qualitative sense with Roussos et al. (2010), with slightly negative
potentials at the sub-flow point transitioning to greater negative
potentials near the satellite limb. The potentials for this case cal-
culated by Roussos et al. (2010) for the specific saturnian moons
often reach potentials much more negative (i.e., �120 V at the
terminator for Rhea), but much of this discrepancy is driven by the
differing plasma parameters used in the two studies. Overall,
however, our results here match well with the theoretical treat-
ment of the sub-flow hemisphere of the objects.

Variation in the magnitude of the photoemission current may
also affect the electrostatic plasma conditions around the object.
As photoemission decreases, one would expect differences
between the three modeled cases (0, 90, and 180°) to diminish, as
the ambient plasma becomes dominant over photoelectrons. This
situation could represent airless bodies farther out in the solar
system where photoemission currents are lower, although we do
note that secondary electron emission may still be present which
could partially mimic the effects seen here. In contrast, as the
photoemission currents are increased, effects due to photoelec-
trons should generally increase, including larger surface charges
and smaller sheaths (due to the higher local density of photo-
electrons). This could potentially also affect the refilling of the
plasma wake behind the object; as the sheath becomes thinner
relative to the ambient plasma and object scale lengths, it may not
be able to influence the surrounding electrostatic fields to the
same degree seen in these simulations. Future work may also
include a characterization of the various effects detailed here as a
function of the ratio between the photoelectron Debye length and
the plasma Debye length and also the ratio between the photo-
electron Debye length and the object radius.

The treecode model presented here may also be useful in
explaining observations of Rhea's plasma wake by the Cassini
spacecraft (Roussos et al., 2012). The Cassini data show a surpris-
ing lack of a cold plasma density dropout in the close wake of Rhea
while simultaneously observing an increase in the magnetic field



Fig. 6. The surface charge density (black) and surface potential (red) as a function of sub-flow angle for (a) 0°, (b) 90°, and (c) 180°. The yellow bar denotes the portion of the
surface illuminated by UV radiation in each case and the blue bar denotes the portion of the surface exposed directly to plasma flow. (For interpretation of the references to
color in this figure caption, the reader is referred to the web version of this paper.)
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strength in the wake (plausibly due to a drop in plasma pressure).
As hypothesized by Roussos et al. (2012), a cold plasma source in
Rhea's wake could account for equal densities yet lower pressure.
Ionospheric plasma from Rhea's oxygen/carbon dioxide exosphere
(Teolis et al., 2010) is too tenuous to account for the observed
plasma density, yet photoelectrons from the sunlit hemisphere of
Rhea could plausibly provide enough density (Roussos et al., 2012).
The specific simulation results shown here do not show that the
photoelectrons replacing the entirety of the plasma density in the
wake (i.e., Fig. 2(i)); however, future runs of the treecode with
plasma parameters more specific to the various Rhea fly-bys and
with the presence of a static background magnetic field may shed
light on the ability of surface-generated photoelectrons to effi-
ciently re-fill the plasma wake of Rhea.

While the simulations presented here have focused on an
object in an un-magnetized flow, the presence of a static back-
ground magnetic field may play an important role in altering
current flow to the surface, depending on both the orientation of
the field and the relative size between the object radius and the
electron and ion gyro-radii. For conditions in which the object
radius, rd, is smaller than both the electron and ion gyroradii
(r r rd g e g i, ,< < ), ambient electrons and ions in a flowing plasma can
still partially access the objects wake-side surface, potentially
altering the surface charge balance and resulting potential. This
access will also serve to reduce the plasma density void typically
found in the objects wake, as particles from the flanks of the object
gyrate completely around the object itself and enter the wake. For
the intermediate case (r d rg e g i, ,< < ), electrons are magnetized
with respect to the body while ions are free to gyrate directly into
the wake. Such a case is roughly typical of Earth's Moon in the
solar wind, where previous observational (Nishino et al., 2009a,b;
Futaana et al., 2010) and theoretical (Fatemi et al., 2012) studies
have shown perpendicular entry of solar wind protons into the
deep lunar wake (both electrons and ions are of course still free to
enter the lunar wake along the field lines for non-parallel IMF/
flow). Finally, the fully magnetized case (r r rg e g i, ,< < ) may also
prove to have interesting effects on the object surface charge
distribution and wake formation, as both electrons and ions are
prevented from easily accessing the downstream surface and deep
wake. Each of these regimes may also have important effects on
the photoelectron dynamics, which typically being colder with
respect to the ambient electrons, will consequently have smaller
gyroradii. Photoelectrons that escape the sheath may also be
influenced by the presence of a convection electric field (for either
flowing or co-rotating magnetic fields), which may lead to further
asymmetries. Additionally, the interplay between a magnetized
photoelectron sheath and an un-magnetized ambient plasma may
significantly perturb the sheath formation. A further exploration of
the electrostatic charging environment of bodies in these different
regimes is of great interest and planned as future work for the
treecode.



Fig. 7. The surface electric field radial component (blue), tangential component (red), and magnitude (black) as a function of sub-flow angle for the (a) 0°, (b) 90°, and
(c) 180° cases. The yellow bar denotes the portion of the surface illuminated by UV radiation in each case and the blue bar denotes the portion of the surface exposed directly
to plasma flow. Black triangles denote locations for each case where the surface electric field is approximately zero. (For interpretation of the references to color in this figure
caption, the reader is referred to the web version of this paper.)
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