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Abstract The refilling of the lunar wake is relatively well explained by the theory of 1-D plasma
expansion into a vacuum; however, the field-aligned wake potential is not a directly measured quantity,
and thus, a statistical analysis of wake potentials at high altitudes has not been previously performed. In
this study, we obtain the wake potential by comparing the field-aligned electron distributions inside and
outside of the lunar wake measured by the two probes of the Acceleration, Reconnection, Turbulence, and
Electrodynamics of Moon's Interaction with the Sun (ARTEMIS) mission. The derived potentials from
ARTEMIS data vary with solar wind electron temperature and bulk flow velocity as the theory predicts. We
also expand the 1-D plasma theory to 2-D in the plane of the interplanetary magnetic field and the solar
wind velocity to examine how a tilted interplanetary magnetic field affects the wake potential structure. As
the expansion time for the two sides of the wake differs, a wake potential asymmetry is developed in our
model. This asymmetry is confirmed by the data-derived wake potentials. Moreover, ambipolar electric
fields are obtained from both the modeled and data-derived wake potentials and show good agreement.
Lastly, we examine the effects of the solar wind strahl-electron population on the wake potential structure,
which appears to cause a net potential difference across the lunar shadow. This may imply that the
disturbance of the wake plasma expansion extends farther outside the wake than previous
plasma-expansion theories have predicted.

1. Introduction
The terrestrial Moon can be considered as an airless and unmagnetized body to first order in terms of the
interaction with the solar wind, since there is no intrinsic global magnetic field or significant ionosphere
to deflect the solar wind. Thus, no traditional bow shock is formed and the interplanetary magnetic field
(IMF) penetrates through the body mostly undisturbed (e.g., Colburn et al., 1967; Ness et al., 1968; Russell
et al., 2016). The terrestrial Moon presents a physical obstacle to the solar wind plasma flow, and a vacuum
is formed immediately behind the body. As the solar wind passes the body, it refills the wake due to the
pressure gradient across the wake boundary. This refilling process produces a rarefaction wave propagat-
ing outward into the undisturbed plasma, particle expansion into the vacuum with a velocity characterized
by the ion acoustic speed, exponentially decreasing plasma density into the wake, and a negative poten-
tial arising from the polarization electric field, due to the electron pressure gradient (e.g., Gurevich et al.,
1969; Gurevich & Pitaevskii, 1975). Halekas et al. (2014) extended the work of Gurevich et al. (1969) and
Gurevich and Pitaevskii (1975) for various plasma distributions, which were shown to match better with
observations from the Acceleration, Reconnection, Turbulence, and Electrodynamics of Moon's Interaction
with the Sun (ARTEMIS) spacecraft (Angelopoulos, 2011). Meanwhile, Zhang et al. (2012) demonstrated
that the wake expanded outward with fast magnetohydrodynamic (MHD) wave velocities, rather than the
ion acoustic speed, with ARTEMIS data. This finding fits better with an MHD description than with the
simple gas dynamics theory.

The lunar wake has been observed by many spacecraft, such as the Explorer 35 and the Apollo subsatel-
lites (e.g., Ness, 1972; Schubert & Lichtenstein, 1974, and references therein), the Wind spacecraft (e.g.,
Farrell et al., 1998; Ogilvie et al., 1996), Lunar Prospector (e.g., Halekas et al., 2005, 2011a), Kaguya (e.g.,
Nishino et al., 2009a, 2009b, 2010), Chandrayaan-1 (e.g., Dhanya et al., 2013, 2016; Futaana et al., 2010), and
ARTEMIS (e.g., Halekas et al., 2011b; Poppe et al., 2014; Xu et al., 2017; Zhang et al., 2012, 2014). Plasma
distributions from 1-D plasma expansion theories have also been successfully compared with observations
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from Wind (e.g., Ogilvie et al., 1996), Lunar Prospector (e.g., Halekas et al., 2005, 2011a), Chandrayaan (e.g.,
Futaana et al., 2010; Hutchinson, 2013), ARTEMIS (e.g., Halekas et al., 2011b, 2014), and Chang'E (e.g.,
Wang et al., 2010). The lunar wake properties, such as the magnetic field strength and plasma density and
temperature (and consequently the plasma and magnetic pressure), have been statistically mapped with
ARTEMIS data (Zhang et al., 2014). An array of sophisticated numerical models have also been used to simu-
late the Sun-Moon interaction, such as Vlasov simulations (e.g., Umeda et al., 2011), MHD simulations (e.g.,
Harnett & Winglee, 2002; Xie et al., 2013), hybrid simulations (e.g., Fatemi et al., 2013, 2017; Holmström
et al., 2012; Kallio, 2005; Trávnícek et al., 2005; Wang et al., 2011; Wiehle et al., 2011), and particle-in-cell
simulations (e.g., Birch & Chapman, 2002; Farrell et al., 1998; Kimura & Nakagawa, 2008; Nakagawa, 2013).

The lunar wake electrostatic potential, 𝜙, however, cannot be directly measured. Halekas et al. (2011b)
devised a method to obtain the wake potential by comparing the field-aligned electron phase space den-
sity distributions inside and outside of the wake, assuming steady solar wind conditions, for the first lunar
wake crossing made by the ARTEMIS probe P1. The wake potential from ARTEMIS observations agrees rel-
atively well with the 1-D plasma expansion theory (equation (1)); however, there exists a disparity in the
wake potential obtained from the inbound pass to the wake and outbound, not explained by the theory but
attributed to the asymmetry (caused by the strahl population) in the solar wind electron distribution. In this
study, we expand this methodology to six years of ARTEMIS observations, from late 2011 to the end of 2018,
to statistically investigate the lunar wake potential structure. Furthermore, many previous theories on the
1-D plasma expansion assume that the IMF is perpendicular to the solar wind velocity. The effect of a non-
perpendicular IMF on the lunar wake was considered by Halekas et al. (2011b) and Halekas et al. (2014).
Here, we theorize that a tilted IMF, neither perpendicular nor parallel to the solar wind flow, can also lead
to an asymmetry in the wake potential structure. These two factors, an asymmetry in the solar wind elec-
tron distribution and a tilted IMF, are examined separately with regard to their effects on the wake potential
asymmetry with ARTEMIS data.

2. Plasma Expansion Theory for a Tilted IMF
The refilling of the lunar wake is usually considered as a process of a plasma expanding into a vacuum,
first theorized with several assumptions, such as quasi-neutrality and self-similarity (i.e., assuming a space
[S]-time [t]-dependent solution [S∕t] for plasma density and velocity), by Gurevich et al. (1969) and Gurevich
and Pitaevskii (1975). With these assumptions, analytical solutions for the potential𝜙, ion velocity vi, and the
relative density n∕n0, can be obtained by assuming a single species and a cold Maxwellian ion distribution
(e.g., Ogilvie et al., 1996; Samir et al., 1983), as,

𝜙 = −(Te∕e)(S∕(Cst) + 1); S∕(Cst) + 1 ≥ 0, (1)

vi = Cs[S∕(Cst) + 1], (2)

n∕n0 = exp( 𝜙

Te∕e
) = exp[−(S∕(Cst) + 1)], (3)

where n is the local density, n0 is the undisturbed plasma density outside of the vacuum, Cs =
√

Te∕Mi is the
ion acoustic speed, Te is the electron temperature in energy units, and Mi is the ion mass. S is the distance
that the plasma travels along the magnetic field line, and t is the expansion time. Equations (2) and (3) also
assume ions to be singly charged.

The aforementioned self-similar solutions (equations (1)–(3)) assume no plasma entry from the other side
of the vacuum. To take into account two opposite ion streams entering the lunar wake, Hutchinson (2012)
derived an analytical solution for when the IMF is perpendicular to the solar wind velocity Vsw with an
axial symmetry relative to the solar wind velocity using the following methodology: (1) potentials for each
side of the wake, say 𝜙1 and 𝜙2, are obtained following equation (1); (2) the ion density from each side, n1
and n2, can then be derived with 𝜙1 and 𝜙2 following equation (3); (3) the total density is approximated
by ntotal = n1 + n2, which is (4) then used to rederive the final potential 𝜙 with equation (3). In this
section, following similar steps, we construct an analytical solution for a tilted IMF, that is, IMF neither
perpendicular nor parallel to Vsw.
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Figure 1. Geometry for a tilted interplanetary magnetic field (IMF): In a 2-D plane, the X axis points opposite the solar
wind flow velocity, and the Y axis is parallel to the perpendicular component of the IMF with respect to the X axis. The
IMF has an angle of 𝜃 = arccos(Bx∕|B|) with the X axis. A boundary line L1 separates regions magnetically connected
(R1 and R2) and unconnected (R3) by the Moon, which is parallel to the IMF and intersects the lunar surface at a
tangent point T(Xt ,Yt). The two shadowed regions, R1 and R2, are divided by another boundary line L2, which
connects T and the center of the Moon. E1 and E2 represent the expansion fronts of the rarefaction waves on each side.
Then, at an observation point (x, y), the IMF intersects Y = ±1 R at (X1, RL) and (X2, −RL), where RL is the lunar
radius.

Figure 1 illustrates the geometry for a tilted IMF, which has an angle of 𝜃 = arccos(Bx∕|B|) with the X
axis. There are three distinct regions: two regions magnetically connected to the Moon (R1 and R2) and an
unobstructed region (R3), separated by L1 and L2. For an observation point (x, y) within R1, there is only
plasma expanding from Y = RL to the lunar surface, and thus, the potential, 𝜙1, is given by the 1-D plasma
theory (equations (1)–(3)):

𝜙1∕(Te∕e) = −1 − 1
u

RL − 𝑦

x sin 𝜃 + (RL − 𝑦) cos 𝜃
, (4)

where u = Cs∕Vsw. We assume no reflected plasma from the lunar surface potential (e.g., Halekas et al.,
2002, 2011a; Whipple, 1981) or from lunar crustal magnetic fields. Similarly, for an observation point (x, y)
within R2, there is only plasma expanding from Y = −RL to the lunar surface, and thus, the potential 𝜙2 is

𝜙2∕(Te∕e) = −1 − 1
u

RL + 𝑦

x sin 𝜃 − (RL + 𝑦) cos 𝜃
. (5)

Note that equations (4) and (5) revert to equation (3) for 𝜃 = 90◦.

For an observation point (x, y) within R3, plasma enters from both sides of the wake. Following the four
steps listed above, the potential, 𝜙3, can be derived as

𝜙3∕(Te∕e) = −1 + ln
{

exp
[
− 1

u
RL − 𝑦

x sin 𝜃 + (RL − 𝑦) cos 𝜃

]
+ exp

[
− 1

u
RL + 𝑦

x sin 𝜃 − (RL + 𝑦) cos 𝜃

]}
. (6)

A detailed derivation for equations (4)–(6) is presented in the appendix. Note that these solutions are only
valid within the expansion fronts (E1 and E2)

We note that the methodology described above is not entirely self-consistent for R3, which introduces some
complication. Initially, for step 1, the zero-potential reference is at the expansion fronts E1 and E2 (see
equations (A7) and (A10)). By adding n1 and n2 together (step 3), the derived final potential (step 4) is no
longer zero at E1 and E2. For the axial-symmetric scenario in Hutchinson (2012), one only needs to sub-
tract the potential at the expansion fronts, which is the same for E1 and E2, from the final potential. For the
asymmetric situation here, however, the analytical expressions of potentials within R3 at E1 and E2 are not
the same (as expected), which implies that the expansion front at one side is more perturbed than the other
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Figure 2. (a) The wake potential calculated from equations (4)–(6) for R1, R2, and R3 combined, with a solar wind
speed of |Vsw| = 400 km/s, an electron temperature of Te = 24 eV, and an IMF angle of 𝜃 = 135◦. (b) The averaged
potential from our theory in the Y -Z plane for X = [− 1.3, − 1.0]. (c) The potentials at the expansion fronts E1 and E2.
IMF = interplanetary magnetic field.

side. Nonetheless, under nominal solar wind conditions, equation (6) gives 𝜙∕(Te∕e) ≪ 1 at E1 and E2 (i.e.,
the corrections are negligible), and therefore, we do not apply any corrections here.

Figures 2a and 2b illustrate the analytical potential from equations (4)–(6) in the x-y and y-z planes, respec-
tively, for |Vsw| = 400 km/s, Te = 24 eV, and 𝜃 = 135◦. The typical solar wind electron temperature is
around 12 eV for the core population, but the energy density integrating over the entire solar wind electron
distribution is roughly twice of the core population; thus, Te =24 eV is used here for a better comparison
with observations in section 4. Moreover, suprathermal electrons should contribute to the potential struc-
ture more significantly deep in the wake, as the core electrons do not penetrate very far into the wake. A
few physical insights can be obtained from these two figures. First, an obvious wake potential asymmetry is
present in Figure 2a, more negative on the −Y side, arising from a shorter expansion time from the −Y side
(t1 = X1∕Vsw, as shown in Figure 1) than at the +Y side (t2 = X2∕Vsw) so that the +Y side has a longer relax-
ing time and thus shallower potentials. Second, the calculated potential on the expansion fronts, without
corrections, is almost 0 (not shown), suggesting the disturbance from plasma entry from the opposite side
is negligible. In other words, only a very small portion of the plasma from one side penetrates through the
wake and exits from the other side. Third, although potentials in Figure 2a are obtained with three different
solutions (equations (4)–(6)), no sharp transition exists among these three regions (R1–R3). This is again
because the perturbation to one side of the wake from plasma entry from the opposite side is insignificant
so that equation (6) is effectively the same as equation (4) or (5) at each side, that is, effectively only having
plasma entry from one side. However, the separation of the two sides of the wake for R3, or the minimum
potential across the wake, is naturally determined by equation (6).

3. Orbit Example
Now that we have established that a tilted IMF should lead to an asymmetric wake potential structure from a
theoretical point of view, we now test this theory with observations. Halekas et al. (2011b) obtained the wake
potential during the first lunar wake passing made by ARTEMIS probe P1 by comparing the field-aligned
electron phase space density distributions inside and outside of the wake, assuming steady state solar wind
conditions. To illustrate this technique, we take an orbit of ARTEMIS probe P1 on 1 January 2014 as an
example, as shown in Figure 3. The spacecraft entered the wake at around 08:13 UT and exited at around
08:52 UT (Figure 3a). The magnetic field is relatively steady within and outside of the wake (Figures 3b and
3c), suggesting steady upstream conditions. The SSE coordinates are defined as follows: the X axis points
opposite to the solar wind flow velocity, the Y axis points opposite to the Moon's orbital motion, and the Z
axis completes the right-handed system.

The energy spectrograms for parallel (Figures 3f) and antiparallel (Figures 3g) electrons, corrected for space-
craft potentials, show a decrease in electron fluxes in the wake, in particular at low energies, as electrons
are decelerated and/or reflected by the wake potential. By assuming steady state solar wind conditions, the
change in electron fluxes is considered to be solely caused by the wake ambipolar potential, which can thus
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Figure 3. An ARTEMIS probe P1 orbit example on 1 January 2014. From top to bottom, the time series of (a) the
spacecraft position in the cylindrical coordinates, where the X axis points opposite to the solar wind flow velocity, rcyl is
the distance from the X axis; (b) the magnetic field strength and vector components in the SSE coordinates; (c) the
magnetic angle relative to the X axis; (d) the spacecraft potential; (e) the averaged ion energy spectra; (f) and (g) the
electron energy flux for pitch angles 0–15◦ and 165–180◦, respectively, both corrected for spacecraft potentials; and
(h) the deduced wake potential from electrons traveling toward the wake, parallel electrons for inbound (red) and
antiparallel electrons for outbound (blue).

be obtained by comparing electron phase space density distributions inside and outside of the lunar wake.
As the zero potential is set to be outside of the wake, the potentials obtained from 40- to 500-eV electrons
traveling toward the wake from both sides, that is, parallel electrons for inbound (red) and antiparallel elec-
trons for outbound (blue), are shown in Figure 3h. Electrons' motion with respect to the wake, entering
or exiting, is determined from a combination of the spacecraft position, the magnetic field direction, and
electron pitch angles.
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The potential stays near zero outside of the wake, as expected, and decreases rapidly toward the wake center.
The minimum potential reaches roughly−300 V for inbound and−150 V for outbound. A disparity of∼150 V
in the minimum potential for inbound and outbound is seen, similar to the case study in Halekas et al.
(2011b). The parallel electrons have a higher flux at energies ∼50–600 eV than that of antiparallel electrons
outside of the wake (07:56–08:10 UT), suggesting a strahl population (Figures 3f and 3g). As discussed in
Halekas et al. (2011b), an asymmetry in electron distributions (from this strahl population) entering from
each side of the wake leads to an asymmetry in the wake potential structure. Alternatively, we consider the
effective electron temperature of parallel electrons to be higher than that of antiparallel electrons, which
results in a larger potential difference for the inbound segment. Meanwhile, the IMF has an angle of ∼135◦

with the X axis (Figures 3c), which might cause some asymmetry in the wake potential as well. Finally,
we also note that the presence of excess electrons and apparent steps in the derived electrostatic potential
between times of 8:19–8:23 and 8:25–8:28 UT, corresponding to high ion fluxes in Figure 3e. We interpret it
as solar wind protons being reflected from crustal magnetic anomalies on the lunar dayside (e.g., Nishino
et al., 2009a) and shortening the potential drop in the wake. Our methodology for calculating the electrostatic
potentials captures the local decrease in potential magnitude caused by the presence of these protons, which
serve to locally attract electrons along the field lines.

4. Statistical Mapping With ARTEMIS Data
This method of comparing electron phase space density distributions inside and outside of wake can be
applied to a large time range of ARTEMIS data to obtain the average wake potential. We then statistically
analyze the wake potential structures, in particular the controlling factors of the wake potential asymmetry.
The ARTEMIS mission consists of two probes, P1 and P2, with comprehensive plasma and fields instrumen-
tation orbiting the Moon in elliptical orbits (Angelopoulos, 2011). The main data sets involved are electron
data from the electrostatic analyzer (McFadden et al., 2008) and magnetic field data from the fluxgate mag-
netometer (Auster et al., 2008) collected by each probe (P1 and P2) from 29 June 2011 to 31 December
2018.

4.1. Data Selection
The region of interest is when the Moon is immersed in the solar wind, upstream of the Earth's bow shock.
We use an average bow shock fit from Chao et al. (2002) to select when the Moon is located in the solar wind
but replace the nose of the bow shock from 13 Re (Earth radius) to 15 Re to allow for a buffer for bow shock
movements in response to upstream variations. Note that we did not exclude periods when the spacecraft
in the foreshock region, as we expect the perturbation from the foreshock ions (Nishino et al., 2017) do not
significantly impact our statistical analyses. Only orbits with wake crossings are selected by examining P1's
and P2's positions in the SSE coordinates.

Similar to the example shown in Figure 3, the wake potential is obtained with electron measurements within
PAs 0–15◦ and 165–180◦ for an energy range of 40–500 eV for each orbit that satisfies the aforementioned
selection criteria. A caveat is that this energy range of 40–500 eV might not be sufficient deep in the wake,
where the wake potential might be < − 500 V. However, the data are very noisy at high energies in the wake
due to low counts and the energy resolution for high energies is also very coarse so that we choose not to
use data beyond 500 eV. For each orbit, the potential tracing starts from a cylindrical distance (rcyl) from
the X axis in the SSE coordinates of 1.3–1.5 RL, which is assumed to be the undisturbed solar wind and
set as the zero potential, into the closest approach to the center of the wake (the smallest rcyl) for inbound
and outbound separately. We only use electrons traveling toward the lunar wake to obtain potentials as the
reference solar wind electrons at 1.3–1.5 RL are less likely affected by the wake potentials than electrons
traveling away from the lunar wake (i.e., since exiting electrons have already traversed the opposite side of the
lunar wake). All the electron data are corrected for spacecraft potentials (Halekas et al., 2011b) before being
used to derive field-aligned potentials. As pointed out by Halekas et al. (2011b), the electric field instrument
(Bonnell et al., 2009) onboard ARTEMIS actively controls the spacecraft potential in shadow to be less than
approximately a few volts, which is much smaller than the estimated lunar wake potential. Lastly, we have
not filtered out the data with wake proton entry events to ensure sufficient samplings. Protons entering the
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Figure 4. The map of wake potentials in the X-Y′ plane in the abbreviated
coordinates, averaged over Z′ = [ − 0.5, 0.5], for solar wind electron
temperature (a) Te > 12 eV (energy unit) and (b) Te < 12 eV. The gray
pixels are where there are less than 10 samples or no data, the same applied
to Figures 5–11. (c) Wake potential as a function of electron temperature for
X = [− 1.5, − 1], Y′ = [ − 0.25, 0.25], and Z′ = [ − 0.5, 0.5], as indicated by
the green dashed box in (a). The solid line and error bars in (c) show the
quartiles of each bin.

wake happens roughly <30% of the time and at various locations so that
we do not expect these events to significantly impact our results.

This methodology assumes that the solar wind electrons remain the same
for the whole wake crossing, which is more likely to be the case under
steady solar wind conditions. We first calculate the average upstream
conditions for rcyl > 1 for inbound and outbound separately, includ-
ing the 𝜃 angle between the IMF and XSSE, the clock angle of IMF
(arctan[BZSSE∕BYSSE]), solar wind velocity, and solar wind electron tem-
perature. We then further select orbits under a steady IMF condition,
defined as variations in 𝜃 less than 60◦ and variations in clock angles
less than 90◦ for inbound and outbound solar wind measurements just
outside the lunar wake.

4.2. Parameter Studies
The abbreviated coordinates: to map the wake potentials, especially to
investigate the asymmetry, we need to define abbreviated coordinates
so that the asymmetry is not averaged out. Similar to the coordinates
[X,Y,Z] from our theory (Figures 1 and 2), the X axis still points at the
Sun, the Y′ axis is parallel or antiparallel to the perpendicular compo-
nent of the IMF, and the Z′ axis completes the right-handed system. More
specifically, the two sets of coordinates ([X,Y,Z] and [X,Y′ , Z′ ]) are the
same, Y′ = Y and Z′ = Z, for the away sector IMF (i.e., 90 < 𝜃 < 180),
but both Y and Z are both flipped, Y′ = −Y and Z′ = −Z, for the toward
sector IMF (i.e., 0 < 𝜃 < 90). In the new abbreviated coordinates [X,Y′ ,
Z′ ], the leading end of the IMF lies in +Y′ and the trailing end in −Y′

for a nominal parker spiral IMF. The benefits of such coordinates include
(1) the strahl electrons always travel from −Y′ to +Y′ along the field line
and (2) the IMF intersects Y′ = −RL at a smaller |X| than Y′ = RL (in
other words, a shorter relaxation time for the −Y′ side than the +Y′ side),
both of which lead to a larger potential difference at the −Y′ side than the
+Y′ side.

According to equation (1), the potential is directly scaled by the electron
temperature Te. We separately map the wake potentials for Te > 12 eV
(approximately the median value) and Te < 12 eV in Figures 4a and 4b,
respectively. A minimum sample number of 10 is required in each bin,
otherwise shown as gray pixels in Figures 4–6, 8, and 11. The wake poten-
tial for Te > 12 eV (Figure 4a) varies from near zero for |Y′ | ≥ 1 RL
to ∼ − 300 V near the center of the wake. The wake potential structure
extends from X = −0.5 RL to X = −3.0 RL for potentials < − 100 V. The
potential is slightly negative for |Y′ | > 1, because the expansion front
and accompanying rarefaction region expand far along the IMF outside
of the lunar shadow as the expansion time (t = |X|∕|Vsw) increases. For
Te < 12 eV (Figure 4b), the potential is less negative in general than the
high electron temperature case, with a minimum potential of ∼ − 200 V.
The potential is also less extended, only up to X =∼ − 2 RL for potentials
< − 100 V. This is in agreement with the 1-D plasma expansion theory
(equations (1)–(3)), as more electrons are distributed in the high-energy
tail to set up the ambipolar electric field for a higher Te. Alternatively, we
can examine how the potential varies with electron temperature within

a small region (−1.5 < X < −1, |Y′ | < 0.25, and |Z′ | < 0.5), as shown in Figure 4c. The wake potential
decreases roughly linearly with increasing electron temperature, as the theory predicts.

Another physical insight that can be obtained from equation (1) is that the expansion time (= |X∕Vsw|)
is scaled by the solar wind speed. We separately map the wake potentials for solar wind speed, |Vsw| >

370 km/s (approximately the median value) and |Vsw| < 370 km/s, as shown in Figures 5a and 5b,
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Figure 5. The map of wake potentials in the X-Y′ plane in the abbreviated coordinates, averaged over Z′ = [ − 0.5, 0.5],
for solar wind speed (a) |Vsw| > 370 km/s and (b) |Vsw| < 370 km/s.

respectively. The minimum potentials are ∼ − 300 and ∼ − 250 V for high and low solar wind velocities,
respectively, immediately behind the Moon. The wake potential is also much more extended for the high
solar wind speed case, since equivalent expansion times lead to greater downstream convection distances.

4.3. Asymmetry in Wake Potential
From Figures 4 and 5, an asymmetry in the wake potential about the X axis is seen, more negative in the −Y′

side, as both the presence of the strahl population and a tilted IMF lead to a larger potential difference in−Y′

than+Y′ in the abbreviated coordinates. In this section, we examine each of the two factors independently by
dividing the data into cases with and without strahl and cases with parallel, perpendicular, and intermediate
IMF (with respect to the solar wind flow velocity). We define the IMF cone angle to be the smaller angle
between the IMF and the X axis; that is, cone = arccos(|Bx|∕|B|), to determine parallel, perpendicular, and
intermediate IMFs. The cone angle varies from 0◦ to 90◦, or in other words, cone = 𝜃 for 0 < 𝜃 < 90◦ and
cone = 180 − 𝜃 for 90◦< 𝜃 < 180◦ (e.g., cone = 45◦ in the example in Figure 2).

To determine whether there is an obvious strahl population in the solar wind electron distribution, we calcu-
late the flux ratios (FRs) of parallel (PA 0–15◦) and antiparallel (PA 165–180◦) electrons for each energy bin
within 80–400 eV and then obtain the averaged FR for a single measurement. FRs for all measurements out-
side of the wake (|Y′ | > 1 RL) are averaged again separately for inbound and outbound as the representative
FR. If the FR between the two field-aligned directions is above a certain threshold (Ath), that is, FR > Ath
or FR < 1∕Ath, we define this inbound/outbound segment as a case with strahl; if 1∕Ath < FR < Ath, we
define it as a case with no strahl.

4.3.1. Strahl Effects Under Perpendicular IMFs
To examine the strahl effects, we limit to cases with only perpendicular IMFs (cone angle >70◦) and then
map the wake potentials for cases with strahl (FR > 2 or FR < 1∕2, where Ath = 2) and with no strahl
(1∕2 < FR < 2), shown in Figures 6a and 6b, respectively. An asymmetry in the potential to the X axis
is observed for the strahl case for −2 < X < 0 (Figure 6a), more negative potentials at the −Y′ side. In
contrast, the potential structure is more symmetric for the nonstrahl case (Figure 6b). This is in agreement
with the case study in section 3 and the case study in Halekas et al. (2011b). A similar asymmetry can be

XU ET AL. 8



Journal of Geophysical Research: Space Physics 10.1029/2019JA026536

Figure 6. The maps of wake potentials in the abbreviated coordinates for perpendicular interplanetary magnetic fields (cone angle >70◦): (a, b) in the X-Y′

plane averaged over Z′ = [ − 0.5, 0.5]; (c, d) in the Y′ -Z′ plane averaged over X = [− 1.3, − 1.0] (as indicated by the two vertical dashed lines in a and b). (a)
and (c) cases with strahl (FR > 2 or FR < 1/2). (b) and (d) cases with no strahl (1∕2 < FR < 2). FR = flux ratio.

seen in Figure 6c, a projection in the Y′ -Z′ plane, for example, comparing −0.5 < Y′
< 0 and 0 < Y′

< 0.5,
for the strahl case but more symmetric in Figure 6d for the nonstrahl case.

Electric fields can be derived from Figures 6a and 6b by differentiating the potential in the X and Y′ direc-
tion separately; that is, Ex = −[𝜙(x, y) − 𝜙(x − 𝛥x, y)]∕𝛥x, Ey = −[𝜙(x, y) − 𝜙(x, y − 𝛥y)]∕𝛥y, and
|E| = √

E2
x + E2

𝑦
. We ignore the Z′ component of the electric field here, as this component is supposed to be

symmetric to the X-Y′ plane (see Figure 2b) and should be averaged out within the X-Y′ slab for Z′
< ±0.5.

Note that the solar wind motional electric field term is not included in the calculation. The derived electric
field magnitudes and directions are shown in Figures 7a and 7b, for the strahl case and the nonstrahl case,
respectively. In both cases, the electric field magnitude varies from 0 to ∼0.3 mV/m, with a cone-like high
values behind the planet. The electric field from each side is directed toward the X axis, mostly in the +Y′

or −Y′ direction near the wake boundary but turns side ways with an increasing Ex near the wake center. At
Y′ ∼ 0, the electric field points toward the Moon. The electric field has a significant component perpendicu-
lar to the IMF in some places, for example, at Y′ ∼ 0. This perpendicular component mainly arises from the
convection of the magnetic flux tube downstream. In other words, the time dependence of the refilling pro-
cess results in a density gradient across the magnetic field line as IMFs convect downstream. In contrast, the
Z′ component of the electric field, also perpendicular to the magnetic field, is caused by the density gradient
across Z′ , where the effective lunar radius changes with Z′ .

Differences can be seen for the strahl case and the nonstrahl case. The electric field magnitude is larger in the
−Y′ side than the +Y′ side for the strahl case (Figures 7a). In contrast, the magnitudes are more symmetric
to the X axis for the nonstrahl case (Figures 7b). Arguably, the separation of ±Ey, or where the electric field
mostly in the X direction, is located at Y′ = −0.15 for the strahl case but located at Y′ = 0 for the nonstrahl
case, more symmetric in the latter case.
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Figure 7. The maps of derived electric fields in the X-Y′ plane for perpendicular interplanetary magnetic fields (cone
angle >70◦): (a) cases with strahl (FR > 2 or FR < 1/2) and (b) cases with no strahl (1/2 < FR < 2). The color shows
the electric field magnitude, and the arrow indicates its direction. The arrow lengths are scaled by electric field
magnitudes. FR = flux ratio.

4.3.2. IMF Effects Under No Strahl Condition
Similarly, we can examine the IMF effects by limiting the data set to nonstrahl cases (1∕2.5 < FR < 2.5,
a slightly larger threshold to allow for more samples). For all the cases with no strahl, we divide the data
into three cone angle ranges: cone angle <50◦ (representing quasi-parallel IMF), 50◦ < cone angle < 75◦

(representing intermediate IMF), and cone angle >75 ◦ (representing perpendicular IMF).

The maps of wake potentials for these three categories are displayed in Figure 8. The wake potential is much
more extended for more parallel IMFs (smaller cone angles), comparing Figures 8a-8c, in agreement with
classic theories (e.g., Russell et al., 2016). This is due to a much longer expansion distance for more parallel
IMFs. In addition, a pronounced asymmetry in the potential structure can be seen for quasi-parallel and
intermediate IMFs (Figures 8a and 8b), in contrast to the symmetric wake potentials for perpendicular IMFs
(Figure 8c). The results in Figure 8c (identical to Figure 6b) represent the simplest scenario, for symmetric
solar wind electron distributions and a perpendicular IMF to the solar wind velocity. Figures 8d–8f show
the projection in the Y′ -Z′ plane. Similarly, the potentials are more negative in the −Y′ side than the +Y′

side for quasi-parallel and intermediate IMF (Figures 8d and 8e) but are increasingly symmetric to the Y′

axis for perpendicular IMF (Figures 8f). Finally, the potential patterns for the parallel IMF case (Figure 8a
and Figure 8b) resemble our model results with a cone angle of 45◦ (Figures 2a and 2c), further validating
our model.

The derived electric fields from Figures 8a–8c are shown in Figures 9a–9c, corresponding to quasi-parallel,
intermediate, and perpendicular IMFs, respectively. Comparing these three figures, for more parallel IMFs,
the electric field strength increases, probably because the refilling of the wake vacuum is harder so that the
density gradient across the wake is larger. For −2 < X < −1, the electric field is asymmetric to the X axis
for parallel and intermediate IMFs but more symmetric for perpendicular IMFs, as the difference in the
expansion time for ±Y′ is larger for more parallel IMFs. Meanwhile, the separation of ±Ey, or where the
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Figure 8. The maps of wake potentials in the abbreviated coordinates for cases with no strahl (1∕2.5 < FR < 2.5): (a–c) in the X-Y′ plane averaged over
Z = [− 0.5, 0.5]; (d–f) in the Y′ -Z′ plane averaged over X = [− 1.3, − 1.0] (as indicated by the two vertical dashed lines in (a)–(c). (a and d) Quasi-parallel IMFs
(cone angle <50◦); (b and e) Intermediate IMFs (50◦ < cone angle < 75◦); (c and f) Perpendicular IMFs (cone angle > 75◦). IMF = interplanetary magnetic field.

electric field is mostly in the X direction, is located at Y′ = [ − 0.1, − 0.2] for quasi-parallel and intermediate
IMFs but located at Y′ =∼ 0 for perpendicular IMFs.

4.4. Data-Model Comparison
To more quantitatively compare the modeled potentials to the data-derived potentials, we run our model
with median upstream conditions, Vsw = −370 km/s, 𝜃 = 120◦ or (cone angle = 60◦) and Te = 24 eV, to be
compared with the intermediate IMF case (50◦ < cone angle < 75◦) without strahl, and their differences, as
shown in Figure 10. As shown in Figure 10c, the data-model comparison shows a <∼20% difference in the
most of the wake regions, except near-Moon wake region and mainly at the +Y′ side. The small difference
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Figure 9. The maps of derived electric fields in the X-Y′ plane for cases with no strahl (1∕2.5 < FR < 2.5):
(a) quasi-parallel IMFs (cone angle <50◦), (b) intermediate IMFs (50◦ < cone angle < 75◦), and (c) perpendicular
IMFs (cone angle > 75◦). The color shows the electric field magnitude, and the arrow indicates its direction.
The arrow lengths are scaled by electric field magnitudes. IMF = interplanetary magnetic field.

justifies our usage of an electron temperature twice the nominal value, presumably due to the presence of
higher energy components (i.e., strahl and halo) in the electron distribution. There are two possible reasons
responsible for the disagreement in the near-Moon region. First, the very negative potential in the deep
wake filtered out lower-energy electrons and high-energy electrons are more important, which have a much
higher effective temperature (a kappa tail) than the Maxwellian core, so that the theory would underpredict
the potential. Second, the disagreement at the +Y′ side is mostly located in the obstructed region (R1) so
that the interaction with the lunar surface probably affects the wake potential structure too.

It is also instructive to compare the electric fields derived from the ARTEMIS data and from our model. The
corresponding electric field maps for Figures 10a and 10b are shown in Figures 11a and 11b, respectively.
Note that the results in Figure 11a are the same as Figure 9b but in a different display. The modeled electric
fields are quite similar to that from the data for −2 < X < 0, both the magnitude and the direction,
particularly for the −Y′ side. The electric field direction is also more perpendicular to the X axis for the −Y′

side but more parallel to the X axis for the +Y′ side from both the model and data. The separation of ±Ey is
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Figure 10. Maps of wake potentials from the data for the intermediate IMF case (a) and the model (b) in the X-Y′ plane. (a) is the same as Figure 8b.
(c) The relative difference is calculated as (data-model)∕model. The positive values in (c), or the red color, means the data-derived potential is more negative.
IMF = interplanetary magnetic field.

shifted to Y′ =∼ − 0.2 (the dotted red lines in Figures 11a and 11b) in both the modeled and data-derived
electric fields as well. These agreements demonstrate that our theory of the effects of a tilted IMF on the
wake potential structure describes the ARTEMIS data well.

Regarding the +Y′ side, although the modeled electric field peaks at large Y′ and resembles the data near
the Moon, the data-derived electric field has a band of high |E| stretching toward the wake center near
X = −1.5 RL that is missing from the model. It indicates some physics that are not captured by the model,
which is based on the simple gas dynamic theory with several assumptions. This disagreement in the electric
field magnitude corresponds to the >50% data-model difference of potentials at the +Y′ side in Figure 10c.

We can also compare to previously published computational models of the lunar wake electrostatic poten-
tial. In particular, Fatemi (2014) predicted the ambipolar electric field in the lunar wake for parallel and
perpendicular IMF conditions with a hybrid plasma model. Under a nominal solar wind condition with a
velocity of 400 km/s, an electron temperature of 15 eV, and a density of 5 cm−3, the simulated ambipolar
electric field magnitude is roughly 0.1–0.3 mV/m within the rarefaction region, reaching a maximum of
<0.6 mV/m close to the lunar surface for a perpendicular IMF (Figure 4.11 in Fatemi, 2014). The simulated
ambipolar electric fields are in a good agreement with our calculated electric fields in Figures 7 and 9.

5. Discussion and Conclusions
In this study, field-aligned potentials are derived from ARTEMIS electron and magnetic field observations
by comparing the field-aligned electron distributions inside and outside of the wake, following the case
study by Halekas et al. (2011b). We applied this methodology to data collected by the ARTEMIS probes from
mid-2011 to the end of 2018 and statistically analyze and map the lunar wake potentials in the plane of the
IMF and the solar wind velocity. As predicted by the theory of 1-D plasma expansion into a vacuum, the wake
potential drops are larger for higher solar wind electron temperatures, as more electrons are distributed in
the high-energy tail to set up electron-ion charge separation, leading to a larger ambipolar electric field. The
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Figure 11. (a, b) Maps of electric fields derived from Figures 10a and 10b in the X-Y′ plane, respectively. (a) is the same
as Figure 9b but with a different display. The color shows the electric field magnitude, and the arrow with a uniform
length indicates its direction.

wake potential is more extended for faster solar wind speeds, as the expansion time is shorter for the same
downstream convection distance.

We have also derived a model of the lunar wake potential in a 2-D plane for a tilted IMF, that is, the IMF
neither perpendicular nor parallel to the solar wind velocity, adapting the methodology from Hutchinson
(2012). The analytical solutions predict an asymmetry in the wake potential for a tilted IMF, caused by dif-
ferent plasma expansion times for the two sides of the wake. By changing the “effective” lunar radius for 2-D
planes away from the equator, the potentials can be obtained in 3-D. This wake potential asymmetry is con-
firmed by data, where we examine and compare the lunar wake potential structures for more perpendicular
IMF and more parallel IMF. For more perpendicular IMF, the lunar wake potentials are quite symmetric to
the X axis. In contrast, when the IMF is tilted, or more parallel, the wake potential pattern shifts to the −Y′

side, in agreement with our model. Moreover, the derived ambipolar electric fields from ARTEMIS data and
our model, as well as from a hybrid model (Fatemi, 2014), show good agreement in directions and magni-
tudes, albeit with some discrepancies in the +Y′ side, probably because of some physics not captured by our
simple model.

Lastly, as indicated in the case study by Halekas et al. (2011b), the electron strahl population caused a net
potential difference as the spacecraft crossed the wake. We further investigate this issue by comparing wake
potentials for large (strahl case) and small (nonstrahl case) field-aligned electron FRs under perpendicular
IMF, shown in Figure 12. For the nonstrahl case, the wake potential is rather symmetric, as indicated by
Figures 6b and 6d, as well as the averaged potential profile against Y′ , as displayed in Figure 12b. In contrast,
the wake potential exhibits a large potential difference near the center of the wake for the strahl case, as
shown in Figure 12a, also indicated by Figures 6a and 6c. As a large electric field is not expected near the
wake center, rather, the potential difference of ∼50 V near Y′ = 0 in Figure 12a should be considered as the
potential difference between our two zero-potential reference points for each side of the wake, by matching
the potential at the wake center.
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Figure 12. The averaged potential over X = [− 1.3, − 1.0] and Z = [− 0.5, 0.5] against Y′ for the strahl case (a) and the nonstrahl case (b) under perpendicular
IMFs, corresponding to the data within the two dashed lines in Figures 6a and 6b, respectively. (c) The averaged potential against Y′ for quasi-parallel IMFs
under a nonstrahl condition, corresponding to the data within the two dashed lines in Figures 8a. The vertical bars indicate quartiles of each bin.
IMF = interplanetary magnetic field.

The interpretation of this net potential difference is intriguing. To compare with the potential asymmetry
introduced by the IMF tilting, Figure 12c shows the averaged potential for parallel IMF under a nonstrahl
condition, which shows little potential jump near Y′ = 0 and only exhibits a shift of the minimum potential
to Y′ = −0.4, with the potentials outside of both sides of the wake near zero. This agrees with our model of
a potential shifting but no net potential difference is produced across the wake. In contrast, the net potential
difference near Y′ = 0 for the strahl case (Figure 12a) probably means that our choice of zero potential
reference for the +Y′ side is not optimized. This is probably also why the potential is still slowly rising from
Y′ = 1 to Y′ = 1.5 in Figure 12a. According to the expansion theory, the expansion fronts (E1 and E2
in Figure 2a) should be within |Y′ | < 1.2 RL for X > −2 RL, upstream of which the solar wind plasma
should be undisturbed. The results of the strahl case, however, indicate a faster upstreamward propagation
of plasma disturbance from the wake expansion than the theory predicts, especially considering the effects
from fast-traveling electrons, so that our zero-potential locations are probably not set far enough from the
wake edge. Meanwhile, it is not practical either to a zero potential much further from the wake for the
following reasons: (1) This may significantly reduce our sampling statistics as it requires ARTEMIS samples
at a larger distance from the X axis, while it crosses the wake; (2) further away from the wake, there is a
higher chance that the upstream solar wind conditions vary with time (in particular, the reference electron
spectrum might be different from the source of the wake electron populations); and (3) the delta potential
per spatial step of the spacecraft, that is, the electric field, outside of the lunar shadow that compensates
the net potential difference (a few tens of volts) might be too small for the electrostatic analyzer instrument
to detect with its current energy resolution. In summary, we interpret the net potential difference across
the wake in the presence of the solar wind strahl population to be a result of our zero-potential reference
locations not being optimized, which also indicates that the disturbance from the wake plasma expansion
extends to further into the upstream plasma than the simple plasma-expansion theory predicts.

Appendix A: Derivation for Plasma Expansion Theory for a Tilted IMF
As illustrated in Figure 1, the tangent point T(Xt,Yt) is located at

Xt = RL cos(𝜃 + 𝜋∕2) = −RL cos 𝜃, (A1)

Yt = RL sin(𝜃 + 𝜋∕2) = RL sin 𝜃. (A2)

Then, L1 and L2 can be written as follows:

L1 ∶ 𝑦 = x tan 𝜃 + RL∕ cos 𝜃, (A3)
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L2 ∶ 𝑦 = −x∕ tan 𝜃. (A4)

Assuming an undisturbed upstream plasma density n0, from RL → −RL, the expansion time is t1 = X1∕Vsw
and the traveling distance is S1 = (RL − 𝑦)∕ sin 𝜃, which are then substituted into equations (1) and (3),
giving

𝜙1∕(Te∕e) = −1 − 1
u

RL − 𝑦

x sin 𝜃 + (RL − 𝑦) cos 𝜃
, (A5)

n1∕n0 = exp(
𝜙1

Te∕e
), (A6)

E1 ∶ 𝑦 = RL + xu sin 𝜃

1 + u cos 𝜃
, (A7)

where E1 is the expansion front where 𝜙1 = 0 at S∕(Cst1) + 1 = 0.

Similarly, from −RL → RL, the expansion time is t2 = X2∕Vsw and the traveling distance is S2 = (RL +
𝑦)∕ sin 𝜃, which gives

𝜙2∕(Te∕e) = −1 − 1
u

RL + 𝑦

x sin 𝜃 − (RL + 𝑦) cos 𝜃
, (A8)

n2∕n0 = exp(
𝜙2

Te∕e
), (A9)

E2 ∶ 𝑦 = −RL − xu sin 𝜃

1 − u cos 𝜃
, (A10)

where E2 is the expansion front where 𝜙2 = 0 at S∕(Cst2) + 1 = 0.

For R1, there is only plasma expanding from RL to the lunar surface such that

𝜙∕(Te∕e)= 𝜙1∕(Te∕e) = −1 − 1
u

RL − 𝑦

x sin 𝜃 + (RL − 𝑦) cos 𝜃
. (A11)

For R2, there is only plasma expanding from −RL → RL such that

𝜙∕(Te∕e)= 𝜙2∕(Te∕e) = −1 − 1
u

RL + 𝑦

x sin 𝜃 − (RL + 𝑦) cos 𝜃
. (A12)

For R3, there are plasma entering from both sides. Following Hutchinson (2012), there is a density of n1
traveling from RL → −RL and a density of n2 traveling from −RL → RL. Although not rigorously justified,
it can be approximated by ntotal = n1 + n2, the same as Hutchinson (2012), then we have

𝜙 = ln(ntotal∕n0) = ln(n1∕n0 + n2∕n0). (A13)

Substituting equations (A5), (A6), (A8), and (A9) into (A13), we have the potential for R3:

𝜙∕(Te∕e) = −1 + ln
{

exp
[
− 1

u
RL − 𝑦

x sin 𝜃 + (RL − 𝑦) cos 𝜃

]
+ exp

[
− 1

u
RL + 𝑦

x sin 𝜃 − (RL + 𝑦) cos 𝜃

]}
. (A14)
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